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Abstract A molecular modeling study on 16 1-benzyl
tetrahydroisoquinolines (BTHIQs) acting as dopaminergic
ligands was carried out. By combining molecular dynamics
simulations with ab initio and density functional theory
(DFT) calculations, a simple and generally applicable
procedure to evaluate the binding energies of BTHIQs
interacting with the human dopamine D2 receptor (D2 DR)
is reported here, providing a clear picture of the binding
interactions of BTHIQs from both structural and energetic
viewpoints. Molecular aspects of the binding interactions
between BTHIQs and the D2 DR are discussed in detail. A
significant correlation between binding energies obtained
from DFT calculations and experimental pKi values was
obtained, predicting the potential dopaminergic effect of
non-synthesized BTHIQs.
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Introduction

The dopamine D2 receptor (D2 DR) has been implicated in
the mechanism of drugs used in the treatment of disorders
such as schizophrenia and Parkinson’s disease. For these
reasons, a great deal of research has focused on the
discovery of novel dopaminergic ligands as potential drug
candidates [1]. DR can be classified into two pharmaco-
logical families (D1 and D2-like) that are encoded by at
least five genes. Which receptor(s) needs to be activated to
obtain therapeutic effects in Parkinson’s disease has been
the subject of controversy [2]. The D2-like DR show high
affinities for drugs (antagonists) used in the treatment of
schizophrenia (antipsychotics) and those (agonists) utilized
to treat the Parkinson’s disease [3].

Tetrahydroisoquinolines (THIQs)—the most numerous
naturally occurring alkaloids—include 1-benzyl-THIQs and
aporphines, both of which have structural similarities to
dopamine and can interact with DR [4]. Previous results in
our group suggested that some natural and synthetic 1-
benzyl-THIQs alkaloids were able to bind to DR [5–7]. In
this way, we described the enantioselective syntheses of pairs
of dopaminergic (1S)- and (1R)-benzyl-THIQs using (R)- and
(S)-phenylglycinol as the chiral source, and we observed
that, in these series of 1-benzyl-THIQs, (1S)-enantiomers
were 5–15 times more effective at D1-like and D2-like
dopamine receptors than (1R)-enantiomers [8] (Fig. 1). On
the other hand, we described the preparation in a ‘one-pot’
sequence of 1-cyclohexylmethyl 7,8-dioxygenated-THIQ,
substituted and unsubstituted in the C ring by application of
the photo–Fries transposition, followed by a tandem reduction-
cyclization and further reduction. Indeed, we accomplished for
the first time a regioselective hydrogenation of the benzyl ring
in the THIQ system. All 1-cyclohexylmethyl THIQs studied in
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this work were able to displace the D2-like DR radioligand
from its specific binding sites in rat striatal membranes, while
the N-methylated derivatives also showed affinity for the D1-
like DR. Recently, we reported the influence of the
substitution at the 1-position over a 7-chloro-6-hydroxy-
THIQ core [9, 10]. In previous works [8, 11–15], we
determined the role of certain structural requirements for
improving the affinity for D1 and D2-like DR. Thus, we are
able to postulate that the presence of a hydroxyl (OH) and a
halogen group (Cl) in the THIQ A-ring could lead to
obtaining molecules that can bind selectively to one of the
two groups of receptors mentioned above [13, 14]. Preserving
the chlorine and hydroxyl (or methoxyl) groups at the C-6
and C-7 positions of the THIQ A-ring, respectively, with a
secondary (NH) or a tertiary (NMe) amine, we explored the
impact of inclusion of aliphatic and aromatic groups such as
butyl-, phenyl-, benzyl-[8] as well as halogenated-1-
benzylbenzyl moieties at 1-position [9] to determine their
influence over dopaminergic activity. Thus, we have recently
reported five series of 1-substituted-THIQs: 1-butyl-THIQs
(compounds 1–3 in Fig. 2), 1-phenyl-THIQs (4–6), 1-benzyl-
THIQs (7–9), 2′-bromobenzyl-THIQs (11–13) and 2′,4′-
dichlorobenzyl-THIQs (14–16). Compound 10, which was
obtained from a fortuitous synthesis, was also included in
such a report [8]. During a Bischler-Napieralski cyclization,
we observed the same fact reported by Doi et al. in 1997 [16]
when preparing 1-butyl-THIQs. The need to add P2O5 (and
POCl3 at a molar ratio of 1:1) to the cyclodehydration
reaction, because of the difficulty of cyclizing the amide
when there is a chlorine in the structure (originally at the C-6
position of the A-ring), causes an aberrant cyclization, by

means of formation of a nitrilium intermediate, which gives
two positional isomers, clearly identified after the reduction
step: 6-chloro-7-hydroxy-1-butyl-THIQ (compound 2), and 6-
hydroxy,7-chloro-1-butyl-THIQ (compound 10: unexpected
cyclization product), in a 1:2 ratio.

All these compounds were assayed in vitro for their
ability to displace selective radioligands of D1 and D2 DR
from their respective specific binding sites in rat striatal
membranes, and were tested for their ability to inhibit in
vitro 3[H]-dopamine uptake in rat striatal synaptosomes.
Many of these compounds were able to displace both 3[H]-
SCH 23390 and 3[H]-raclopride at nano or micromolar (nM
or μM) concentration from their specific binding sites in rat
striatum, but all compounds had only low or no effect on
3[H]-dopamine uptake [8, 9]. The replacement at the C-1
position of THIQs, is an important factor modulating the
selectivity at DR. Compounds 1, 3, 10 and 11 (Table 1)
show a greater affinity towards D2 receptors when a butyl
or a benzyl moiety, respectively, is located in that position.
The different activities and selectivity obtained for these
compounds can be explained by the different spatial
orientations adopted by the varied hydrophobic portions
located at C-1, which could give different molecular
interactions with the D1 and D2 receptors. Since some
BTHIQs have shown a great affinity for the D2 DR,
considerable interest has developed in delineating the
portions of the BTHIQ molecular structure responsible for
its dopaminergic properties and interactions with the D2
DR. The process of drug design could be considerably
improved if receptors and their mode of interaction with
ligands were known in precise molecular detail. Such

Fig. 1 a–d Structural features
of tetrahydroisoquinoline
(THIQ) compounds. a (1S)-1-
Benzyl-6,7-methylenedioxy-
1,2,3,4-THIQ. b (1R)-1-Benzyl-
6,7-methylenedioxy-1,2,3,4-
THIQ. c (1S)-N-Propyl-1-
benzyl-6,7-dihydroxy-1,2,3,4-
THIQ. d (1R)-N-Propyl-1-
benzyl-6,7-dihydroxy-1,2,3,4-
THIQ (previously reported
in [8])
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information could then be used to design more defined
structures in which the pharmacophoric groups are oriented
in the appropriate spatial arrangement for optimal receptor
interaction.

In the present work, we report a molecular modeling study
performed on 16 BTHIQs acting as dopaminergic ligands.
Combined molecular dynamics (MD) simulations and quan-
tum mechanics (semiempirical, ab initio and DFT) calcu-
lations were employed in our study to evaluate the molecular

interactions between the BTHIQs and the D2 DR. An
excellent correlation between binding energies obtained from
DFT calculations and experimental pKi was obtained.

Materials and methods

Theoretical calculations were carried out in two steps. In a
first step, we performed MD simulations of the molecular

Fig. 2 Structural features of the
16 BTHIQs reported here,
showing the different torsional
angles

Compound Relative binding energy (BE) (kcal/mol) Specific-D2 ligand
[3H]-raclopride

EU
(RHF/6-31G(d))

Δ EU
(RHF/6-31G(d))

EU
(B3LYP/6-31G(d,p))

Δ EU
(B3LYP/6-31G(d,p))

pKi

1 -98.91 22.16 -114.29 24.58 6.108±0.165 [9]

2 -80.00 41.07 -93.62 40.25 5.424±0.026 [9]

3 -111.92 9.15 -135.43 3.44 7.117±0.151 [9]

4 -75.46 45.61 -94.89 43.98 5.212±0.124 [9]

5 -83.02 38.05 -103.00 35.87 5.670±0.406 [9]

6 -90.48 30.59 -105.35 33.52 5.950±0.198 [9]

7 -99.94 21.13 -118.48 20.39 6.014±0.049 [9]

8 -84.29 36.78 -99.93 38.94 5.816±0.181 [9]

9 -116.35 4.72 -137.83 1.04 7.178±0.091 [9]

10 -114.03 7.04 -138.43 0.44 7.220±0.139 [9]

11 -100.47 20.6 -128.07 10.8 6.630±0.092 [10]

12 -81.59 39.48 -113.31 25.56 5.896±0.099 [10]

13 -121.07 0 -138.87 0 7.391±0.139 [10]

14 -74.61 46.46 -101.31 37.56 5.507±0.105 [10]

15 -77.31 43.76 -101.10 37.77 5.230±0.096 [10]

16 -102.79 18.28 -131.14 7.73 6.996±0.105 [10]

Table 1 Relative binding
energies obtained for the differ-
ent complexes. Previously
reported experimental pKi data
are shown in the last column
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interactions between compounds 1–16 and D2 DR. In the
second step, reduced model systems were optimized using
quantum mechanics calculations. Semiempirical (AM1)
combined with ab initio [RHF/6-31G(d)] and B3LYP [6-
31G(d,p)] calculations were employed in these optimizations.

Molecular dynamics simulations

It must be pointed out that the principal goal of the MD
simulations performed here was not to obtain a new D2 DR
by homology. Our aim in this study was less ambitious; we
wished to obtain a reasonable indication of the relationship
between the structures of compounds 5–7 and their
potential affinities for the binding pocket of D2 DR. Thus,
for this purpose, we considered it more appropriate to use a
previously reported and extensively tested model for D2
DR [17]. In fact, there are many molecular modeling
studies in the literature reporting D2 DRs obtained by
homology, all of them structurally closely related [18–20].
Thus, in the present study, we used the D2DR model
previously reported in reference [17]. The ligand topologies
were built using the mktop program [21]. For this purpose,
we used the previously optimized geometry at RHF/6-31G
(d) level of theory of the global minimum of each ligand. In
the present study, we used an approach where manual
docking was guided by information from site-directed
mutagenesis and short docking simulations, with both the
receptor and the ligand free to move. Structurally similar
parts of the ligands were oriented in similar positions in the
receptor model, which was described by Mansour et al. [22]
and Lan et al. [23]. Thus, receptor–ligand complexes were
prepared in order to obtain the input files forMD runs. Several
docking positions were considered and the strongest receptor
interactions were examined in detail.

The MD simulations and analysis were performed using
the GROMACS 3.2.1 simulation package [24, 25] with the
OPLS-AA force field [26–30] and the rigid SPC water
model [31, 32] in a cubic box with periodic boundary
conditions. Receptor–ligand complexes were embedded in
a box containing the SPC water model that extended to at
least 1 nm between the receptor and the edge of the box,
resulting in a box of 7.17 nm in side length. The total
number of water molecules was 11,330 for the different
simulations. Three Na+ ions were then added to the systems
by replacing water in random positions, thus making the
whole system neutral. The time step for simulations was
0.001 ps for a complete simulation time of 5 ns. For long-
range interactions, the particle-mesh Ewald (PME) [33–35]
method was used with a 1 nm cut-off and a Fourier spacing
of 0.12 nm. The MD protocol consisted of several
preparatory steps: energy minimization using the conjugate
gradient model [36, 37] density stabilization (NPT con-
ditions), and finally production of the MD simulation

trajectory. All production simulations were performed
under NVT conditions at 310 K, using Berendsen’s
coupling algorithm [38] for keeping the temperature
constant. The compressibility was 4.8×10−5 bar−1. All
coordinates are saved every 5 ps. The SETTLE [24]
algorithm was used to keep water molecules rigid. The
LINCS [39] algorithm was also used to constrain all C-α
atom positions for the receptor in order to avoid unfolding
problems. The simulations were analyzed using the analysis
tools provided in the Gromacs package.

Histidine in the active site is a potential problem because
the state of His (neutral or protonated) is a controversial
topic. We were particularly interested in performing
simulations under physiological conditions (pH≈7). Previ-
ous reports have indicated that, under physiological con-
ditions (pH≈7), histidine located in a hydrophobic
environment (hydrophobic pocket without water molecules)
is in neutral form [40]. In addition, previous simulations
performed for D3DR by Micheli et al. [20] also considered
the histidine residue to be neutral. Thus, on the basis of
these results, we considered His in neutral form in our
calculations. This amino acid was calculated as follow:
protons were added using the program pdb2gmx, in the
GROMACS suite of programs, for optimization of the
hydrogen bond network. His protons were placed by
default; these selections were done automatically (His
was in neutral form). This is based on an optimal
hydrogen bonding conformation. Hydrogen bonds are
defined based on simple geometric criteria, specified by
the maximum hydrogen–donor–acceptor angle and donor–
acceptor distance.

It should be noted that the compounds reported here
possess one chiral center, and are therefore enantiomeric
with the possibility of two isomers (1-S and 1-R). However,
we did not perform an enantiomeric resolution for previously
reported biological assays; thus, only one isomer of each
compound was evaluated in our MD simulations. To choose
the isomeric forms of each compound, we considered on the
one hand previously reported results [15] and, on the other,
preliminary and specially performed exploratory simulations
determining the spatially preferred form of each compound
(results not shown). Our previous experimental results on
structurally related compounds suggested that the S form
would be the preferred isomer for these compounds [15].
The preliminary and exploratory MD simulations are in
agreement with these experimental data, indicating that the
spatial ordering adopted by 1-S forms gives adequate
orientation of the molecules to interact in the active site of
the dopamine D2 receptor.

The equilibrium state of the complexes was observed
from the onset of simulation until 5 ns. The temperature
was stabilized at 310±4 K for all complexes. The potential
energy stabilized in a short time period (around 0.5 ns), and
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the values obtained suggested that the system was well
equilibrated.

Considering the 5 ns of MD simulation, and from the time
profiles, it was concluded that some properties of the ligand–
receptor complexes reached stable average values at around
0.5 ns, whereas others take longer time periods. For this
reason, and to ensure full equilibration, only the last 4.5 ns
were taken into account for the analysis. After discarding the
first 0.5 ns of the trajectory, we followed the changes in spatial
ordering of the ligand–receptors complexes.

Quantum mechanics calculations

The binding pocket of the D2 L–R (ligand-receptor) was
defined according to Teeter et al. [41] and Neve et al. [42]. In
our reduced model system, only 13 amino acids were
included in molecular simulations. The size of the molecular
system simulated and the complexity of the structures under
investigation restricted the choice of the quantum mechanical
method to be used. Consequently, the semiempirical AM1
method was selected combined with ab initio calculations
(RHF/6-31G(d)). The torsional angles of the ligands and the
flexible side-chains of the amino acids as well as the bond
angles and bond lengths of the moieties involved in the
potential intermolecular interactions were optimized at the
semiempirical level. Next, the torsional angles of the ligands
and the flexible side-chains of the amino acids as well as the
potential intermolecular interactions were optimized at RHF/
6-31G(d) and DFT [B3LYP/6-31G(d,p)] levels of theory. In
contrast, the torsional angles of backbones as well as the
bond angles and bond lengths of non-interacting residues
were kept frozen during the calculations.

The binding energy of the complexes was calculated, with
the approximation neglecting the superimposition of error due
to the difference between the total energies of the complex
with the sum of the total energies of the components:

BEQM¼EL=D2DR � ED2DR þ ELð Þ ð1Þ

where BEQM is the binding energy, EL/D2DR is the complex
energy, ED2DR the energy of the reduced receptor model
(binding pocket) and EL the energy of the ligand.

All the quantum mechanical calculations reported here
were carried out using the Gaussian 03 program [43].

Spatial views shown in Figs. 3, 9 and 10 were constructed
using the UCSF Chimera program [44] as the graphic
interface.

Results and discussion

Our molecular modeling study was carried out in two steps.
First, we performed MD simulations of the molecular

interactions between the compounds shown in Fig. 2 with
the human D2 DR (Fig. 3). In the second step, reduced
model systems (shown as a circle in Fig. 3) were optimized
using quantum mechanic calculations. Semiempirical
(AM1) combined with ab initio [RHF/6-31G(d)] and DFT
[B3LYP/6-31G(d,p)] calculations were employed for these
optimizations.

Molecular dynamic simulations

Comparing the results obtained for the different complexes
led to interesting general conclusions. Consistent with
previous experimental [22] and theoretical [45] results,
our simulations indicate the importance of the negatively
charged aspartate 86 for binding of these ligands. A highly
conserved aspartic acid (Asp 86) in trans-membrane helix 3
(TM3) is important for the binding of both agonists and
antagonists to the D2 receptor, [22, 46, 47], and its terminal
carboxyl group may function as an anchoring point for
ligands with a protonated amino group [23, 41, 42, 47]. In
the present study, all the compounds simulated were docked
into the receptor with the protonated amino group near Asp
86. After 5 ns of MD simulations, the ligands had moved
slightly but in a different form compared with the initial
position. However, the strong interaction with Asp 86 was
maintained for all complexes (see Fig. 4), supporting the
suggestion that Asp 86 functions as an anchoring point for
ligands with a protonated amino group.

Pharmacological data [22, 48] indicate that the hydroxyl
groups of dopaminergic ligands are of primary importance
in stabilizing binding, suggesting that the serine residues
(141 and 144) of the D2 receptor may not be equally
important for binding affinity. Individual mutation of
serines 141 and 144 in TM5 to alanine produced asymmet-
rical effects on dopamine receptor binding. These results
indicated that Ser 141 might be differentially important for
dopamine binding. In addition, site-directed mutagenesis
studies have indicated that a cluster of serine residues in
TM5 (Ser 141, Ser 144) and in TM4 (Ser 122 and Ser 118)
is important for agonist binding and receptor activation [45,
47–49]. It was suggested that the serine cluster and
dopamine form a hydrogen-bonding network. Such a
hydrogen-bonding network was reproduced by the MD
simulation of these complexes (Fig. 5). In these complexes,
the strongest contributor to the network was Ser 141, which
is consistent with the experimental observation that a Ser 141
Ala mutated receptor completely lost dopamine-induced
activation [22]. The 7-hydroxyl group of compound 3
displayed another significant hydrogen bond interaction with
Ser 122; however, this interaction is weaker with respect to
the hydrogen bond with Ser 141.

Figure 5 shows that compounds 3 and 9 display strong
hydrogen bond interactions with Ser141 during the entire

J Mol Model (2012) 18:419–431 423



simulation period. Similar results were obtained for com-
pounds 6, 10, 13 and 16. However, for the rest of the
BTHIQs evaluated here, such interactions were slightly
weaker. It should be noted that in compounds 3, 6, 9, 10, 13
and 16, the hydroxyl group on the ring-A is acting as a
proton-donor; whereas the oxygen atom of the OH group of
Ser141 is the proton-acceptor counterpart. In contrast, in
the case of compounds 1, 2, 4, 5, 7, 8, 11, 12, 14 and 15,
the OH group of Ser 141 is the proton-donor and the
methoxyl group on the ring-A is the acceptor counterpart.
MD simulations predict that these interactions are weaker in
comparison to those observed for hydroxyl ligands on the
ring-A.

Aromatic side chains are bulky, have low barriers for
rotation, and are ideal for adjusting to the changing
conformation of the hydrophobic moiety of the ligand. In
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Fig. 3 Spatial view obtained for
the dopamine D2 receptor (D2
DR) model. The plot was per-
formed using the UCSF
Chimera program [44] program
as a graphic interface. Confor-
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the dopamine D2 receptor, the binding site proved to be
aligned with aromatic side chains, and such residues can
adjust to the different shapes and flexibility of the ligands in
the binding site. Thus, Phe 82, Val 83 and Val 87(TM3);
Phe 145 (TM5); and Trp 182, Phe 185, Phe 186 and His
189 (TM6) form a mostly hydrophobic pocket for ligands
(Fig. 3).

It is interesting to note that the only structural differences
between compounds 3, 6, 9, 13 and 16 are the different
substituents at C-1. Whereas compound 6 has a relatively
rigidly held phenyl ring, the corresponding butyl, benzyl
and halogenated-benzyl substituents on compounds 3, 9, 13
and 16, respectively, are free to rotate, allowing better
accommodation of these hydrophobic moieties to interact
with the cluster of aromatic and non polar residues. These
results might be better appreciated by observing the
different conformational behaviors obtained for the torsional
angles of their respective hydrophobic portions during the
simulations (Figs. 5–8). The conformational behaviors
observed for the torsional angles θ1 and θ2 of compound 9
are shown in Fig. 4. Whereas θ1 is maintained relatively
fixed at about 250° during the simulation (Fig. 6a), the
torsional angle θ2 displayed a high molecular flexibility,
adopting conformations from 20° to 300° (Fig. 6b). Closely
related results were obtained for the torsional angles θ1 and
θ2 of compounds 13 and 16. The hydrophobic portion of
compound 3, the butyl moiety, also displayed a high
molecular flexibility. Figure 6 gives the conformational
behaviors of torsional angles f1–f3 of compound 3. The
torsional angle f1 adopts a relatively rigid planar form close
to 170° (Fig. 7a) but the other two torsional angles f2 and f3
displayed a high molecular flexibility (Fig. 7b and c,
respectively). Very similar results were obtained for the
butyl portion of compound 10. In contrast, the conforma-
tional behavior obtained for the phenyl ring of compounds
4–6 displayed a very restricted molecular flexibility, keeping
a spatial ordering almost perpendicular with respect to the
rest of the molecule during the entire simulation (Fig. 8). The
different affinities previously reported for compounds 6 and
9 suggest that the orientation of the substituent at C-1 may
be a more important factor in the different effects on receptor
affinity for the two ligands. This argument also applies to 3,
10, 13 and 16, where the orientations of the butyl and
halogenated-benzyl substituents are more favorable for
hydrophobic interactions. Thus, the different affinities and
selectivities obtained for these compounds might be
explained, at least in part, by the different spatial orientations
adopted by the varied hydrophobic portions located at C-1,
which give different molecular interactions with the D2
receptor. These aspects are discussed in detail in terms of
quantum mechanics calculations in the next section.

In the next step of our study, we evaluated the
binding energies (BE) obtained for the different com-

plexes. From the binding energies obtained in our MD
simulations, one can distinguish a very good binder
from a very weak binder (−441,217.42 kJ mol−1 for
compound 9 vs −441,015.35 kJ mol−1 for compound 4)
but cannot distinguish ligands with similar binding affinities
(−441,217.42 kJ mol−1 for compound 9 vs −441,004.26 kJ
mol−1 for compound 3 and −441,015.35 kJ mol−1 for
compound 4 vs −440,155.71 kJ mol−1 for compound 1
among other examples). This is not an unexpected result; can
we realistically expect to make accurate and reliable
predictions with what are decidedly crude representations
of the molecular interactions involved in the binding
process? Any model that neglects or only poorly
approximates the terms that are playing determinant
roles, such as, e.g., lone pair directionality in hydrogen
bonds, explicit п-stacking polarization effects, hydrogen
bonding networks, induced fit, and conformational entropy,
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among others, cannot reasonably be expected to distinguish
between compounds possessing relatively similar binding

energies. There are several works supporting this concept in
the literature [50, 51].

At this stage of our work, we considered the trend
predicted for the MD simulations as certainly significant
but, on the other hand, we might be reluctant to assign it a
quantitative significance, because of the approximations
involved in this mode of approach. It should be noted that
we are dealing with relatively weak interactions and
therefore MD simulations might underestimate such inter-
actions. Thus, in the next step, we optimized reduced model
systems using combined semiempirical, ab initio and DFT
calculations.

Quantum mechanics calculations

AM1 calculations combined with RHF/6-31G(d) and DFT
[B3LYP/6-31G(d,p)] optimizations were performed by
considering all receptor amino acids that could interact
after initial positioning of the ligands against Asp 86 and
Ser 141 residues. The binding pocket designed in this way
(Fig. 3) provided data that matched experimental results
previously reported from binding assays [8, 9].

Figure 9a shows ligand 13 interactions with the D2 DR
optimized using quantum mechanical calculations. The salt
bridge between the protonated amino group and the
carboxyl group of Asp 86, as well as the hydrogen bond
between the 7-hydroxyl group with Ser 141 can be seen in
this figure. From Fig. 9a it is clear that a strong salt bridge
exists in this compound between the protonated amino
groups and the carboxyl group of Asp 86 (calculated
distance of 3.47Å). The hydrogen bond between 13 and Ser
141 is a bifurcated interaction in which the oxygen atom of
the hydroxyl group and the oxygen of carbonyl group of
Ser 141 are the proton-acceptors, giving interatomic
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Fig. 7 Evolution of the angles f1 (a), f2 (b) and f3 (c) of compound 3
with time during the simulation
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distances of 2.28Å and 2.40Å, respectively. Figure 9b
shows ligand 11 interaction with the D2 DR. In this case,
the 7-methoxyl group acts as proton-acceptor while the
hydroxyl group of Ser 141 is the proton-donor, displaying
an interatomic distance of 2.32Å.

Table 1 gives the BE calculated for the different
complexes using RHF/6-31 G(d) and B3LYP/ 6-31 G(d,p)

calculations. All compounds possessing 7-methoxyl groups
displayed higher BE with respect to the 7- hydroxyl
homologues (cf. 1 with 3; 4 with 6; 7 with 9; 11 with 13,
and 14 with 16). Previously, we reported that a 7-hydroxyl
group acting as a proton-donor gives a stronger hydrogen
bond than those derivatives possessing a 7-methoxyl group
[16]. The present results are in agreement with previously

Fig. 9 Interactions of
compound 13 (a) and 11 (b)
with the binding pocket of D2
DR. Spatial view of two inter-
actions: salt bridge (Asp 86 with
protonated amino group) to the
right and hydrogen bond
between meta-hydroxyl group
with Ser 141to the left

Fig. 10 Interactions of compound 9 (a), 13 (b), 16 (c), 3 (d), 6 (e) and 10 (f) with the binding pocket D2 DR. Different spatial views show the
hydrophobic interactions at the hydrophobic zone
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reported calculations for isolated and solvated molecules, as
well as with previously reported experimental binding
affinities [8, 9] (see Table 1).

Figure 10a shows ligand 9 interactions with the binding
pocket. In this case, a different spatial view with respect to
Fig. 9 is shown in order to better appreciate the hydropho-
bic interactions. From this figure, we can observe that the
benzyl group of 9 adopts an adequate conformation to
interact with Phe 186, Phe 82 and His 189. A similar spatial
ordering was obtained for compounds 13 and 16 (Fig. 10b
and c, respectively). For compounds 13 and 16, the halogen
substituent confers a higher polarizability on the benzyl
group, allowing a stronger hydrophobic interaction. In
should be noted that compound 13 displayed the highest
of pKi value in this series. These hydrophobic interactions
could explain, at least in part, the strongest affinity obtained
for this compound. The butyl group of 3 displays a spatial
ordering closely related to that of the benzyl group of 9, 13
and 16, also giving closely related hydrophobic interactions
with the same hydrophobic residues (Fig. 10d). In contrast,
the phenyl group of 6 displayed a different spatial ordering,
giving adequate distance to interact only with Phe 186
(Fig. 10e). Interestingly, the bonding energies obtained for
these complexes are: 13/D2 DR < 10/D2 DR < 9/D2 DR <
3/D2 DR < 16/D2 DR, which are in complete agreement
with their respective pKi values obtained from our previous
experimental results (see Table 1). Compound 10 adopts a
different spatial ordering at the binding site; thus, the butyl
portion of this compound interacts with three aromatic
residues: Trp 182, Phe 82 and Phe 186 (Fig. 10f).
Compounds 4–6 possess a phenyl ring perpendicular to
the rest of the ligand from the ring containing the
protonated nitrogen [52]. These compounds docked in the
D2 receptor model have few interactions in the binding
pocket because their 1-phenyl substituents extend toward
the extracellular surface of the receptor, parallel to the helix
axes. These results are in agreement with those previously
reported [23]. Thus, it appears that the shape and flexibility of
the side chain at the C-1 position affects the receptor subtype
selectivity of ligands to an extent that depends on the
geometry, flexibility and stacking potential of ligand sub-
stituents. Lan et al. [23], reported that the D1 selective ligand
SCH23390 contains a phenyl ring perpendicular to the rest
of the molecule and the membrane plane, and parallel to the
helix axes, which could explain its selectivity. Our results are
in agreement with those results. Compounds type 4–6 in this
series displayed a conformational behavior closely related to
that reported for SCH23390.

Regarding the general structure of BTHIQs reported
here, it is reasonable to think that the presence of a chlorine
atom at C6, and consequently halogen bonding interactions,
could be operative for the ligand–receptor complex forma-
tion. Thus, this chlorine possibly could be interacting

through either a positive sigma hole with a negative site
in its vicinity or through its negative lateral ring of
electrostatic potential with a positive site in the vicinity. A
comprehensive study on electrostatically driven non-
covalent interactions has been reported recently by Politzer
et al. [53]. In this latter article, the possibility that halogen
and other σ-hole interactions can be competitive with
hydrogen bonding has been clearly established. Unfortunately,
from the limited information obtained from our relatively low-
level theory calculations, it is not possible to properly
determine if the halogen bonding interactions could take place
here. It is clear that further, more accurate calculations, as well
as quantum atoms in molecules (QAIM) [54, 55] analysis are
necessary for a detailed description of these interactions.
Such calculations are now in progress in our laboratory and
will be reported later in a separate paper.
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Fig. 11 Correlations obtained between the experimental pKi values
versus the binding energies (BE) calculated from a ab initio [RHF/
631G(d)] calculations, and b DFT (B3LYP/6-31G(d,p)) computations
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Figure 11a gives a graphical representation of the
calculated BEs obtained from RHF/6-31G(d) calculations
versus experimental pKi values, obtained in binding studies
in rat striatum [8, 9]. This figure has a correlation coefficient
R2=0.9134. Theisresult is very satisfactory when one
considers the type of approximations used. Figure 11b shows
the same correlations but in this case using BEs obtained
from DFT [B3LYP/6-31G(d,p)] calculations. In this draft,
the correlation coefficient is R2=0.9460 indicating that DFT
calculations give a better correlation with the experimental
data. Although both linear correlations are good enough to
predict the biological activity of BTHIQs, it is clear that DFT
calculations give a significantly better correlation with
respect to RHF computations. This is particularly evident
from the high squares of correlation coefficients, r2 obtained
using RHF and DFT calculations (0.9134 and 0.9460,
respectively). From our results, it is clear that the predicted
first-principles structure of the primary binding pocket of D2
DR leads to correct predictions of the critical residues for
binding THIQs, and gives relative binding affinities that
correlate fairly well with those obtained in experiments
performed in native tissue. This good correlation provides
additional validation for the predicted structure and function.

It should be noted that the AM1 method it is not
adequate to describe the hydrogen bonds. In addition, the
ab initio and DFT calculations performed here probably do
not properly consider the dispersion interactions. Fortu-
nately, in this case it appears that such limitations are not
severe enough to prevent us obtaining our objectives. Such
an assumption appears to be reasonable, considering the
significant correlation obtained between the experimental
data and the theoretical calculations performed. However,
we cannot exclude that a kind of error-cancellation could
have taken place in this case. Thus, it must be pointed out
that the approaches used in this study could be operative
only for THIQs and structurally related compounds. To
extend these approaches to other compounds possessing
different structures would require additional validation and
more accurate calculations.

Conclusions

A molecular modeling study on 16 BTHIQs acting as
dopaminergic ligands was carried out. By combining MD
simulations with ab initio and DFT calculations, a simple
and generally applicable procedure to evaluate the binding
energies of BTHIQs interacting with the D2 DR is reported
here, providing a clear picture of the binding interactions of
BTHIQs from both structural and energetic viewpoints.
Thus, our results give interesting information that may be
helpful in obtaining a better understanding of the molecular
interactions between BTHIQs and the D2 DR.

A significant correlation between binding energies
obtained from DFT calculations and experimental pKi
values was obtained. These results could predict the
potential dopaminergic effect of non-synthesized BTHIQs
with an acceptable degree of accuracy. Such information
could be essential in determining a priori the putative
activity of new BTHIQ derivatives. It is prudent to remark that
the excellent correlation obtained here between experimental
data and the theoretical calculations performed here could be
limited to BTHIQs and structurally related compounds.
However, we believe our results may be helpful in the
structural identification and understanding of the mini-
mum structural requirements for these molecules, and can
provide a guide to the design of BTHIQs with this biological
activity.
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Abstract An efficient green Heck reaction protocol was
performed using a triethanolammonium acetate ionic
liquid–palladium(II) catalytic system. The ionic liquid used
acts as a reaction medium, base, precatalyst-precursor, and
mobile support for the active Pd species. Our experimental
investigation indicates that performing the Heck reaction in
ionic liquid is superior to the same procedure carried out in
triethanolamine. The mechanism of the reaction of trietha-
nolammonium acetate with PdCl2 was examined using
density functional theory (M06 method). It was found that
two Pd(II) complexes are formed, one of which acts further
as a precatalyst yielding catalytically active Pd(0) complex.
The calculated activation energies are in agreement with
our experimental findings.

Keywords Triethanolamine ionic liquid . Green Heck
reaction . Reaction mechanism . Pd(II) precatalyst . Pd(0)
catalytically active complex

Introduction

The palladium-catalyzed arylation of olefins, known as the
Heck reaction, is one of the most important methods of
carbon–carbon bond formation in organic synthesis [1–4].
Due to its synthetic versatility, the Heck reaction attracts the

attention of both experimental [5–9] and theoretical
chemists [10–22]. Much effort has been devoted to
elucidation of the Heck reaction mechanism [10–12],
including catalyst preactivation [13, 14], oxidative addition
[15–21], and reductive elimination [22, 23].

In the last decade, phosphine-free Pd complexes have
been introduced as a less complicated and environmentally
more desirable alternative to the original Pd-phosphine
catalysts [1]. In addition, the application of ionic liquids has
been put forward as a very useful substitute for hazardous
and volatile polluting organic solvents [24–27]. One of the
predominant applications of ionic liquids focuses on
homogeneous catalysis [24, 28]. Nowadays, multifunction-
al ionic liquids that can serve as good coordinating ligands,
green solvents, as well as recyclable and mobile supports
for palladium catalyst systems, are used. Functional groups
that can complex palladium, such as amine, amide, nitrile,
ether, alcohol, urea or thiourea [29, 30] have been
introduced into the cationic and/or anionic moiety of ionic
liquids.

Here, we report the use of triethanolammonium acetate
[TEA][HOAc] as a multifunctional ionic liquid in a green
Heck reaction. The investigated ionic liquid acts as a
green solvent, base, precatalyst-precursor, and mobile
support for the active Pd species. Our work focused on
testing the efficiency of the obtained ionic liquid–
palladium catalytic system in the Heck reaction, and on
a density functional theory (DFT) investigation of the
possible mechanism of in situ formation of the Pd(II)
precatalyst. Since very little is known about the mech-
anism of formation and molecular structure of Pd(0)
complexes [13, 14], which are generally accepted as the
catalytically active forms, our additional goal was to
elucidate the mechanism of reduction of the Pd(II)
precatalyst to the catalytically active Pd(0) form.
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Computational methods

The geometrical parameters of all stationary points and
transition states were optimized in vacuum, using Gauss-
ian09 [31]. All calculations were performed using the M06
functional [32]. This hybrid meta functional is a functional
with good accuracy “across-the-board” for transition met-
als, main group thermochemistry, medium-range correlation
energy, and barrier heights [32]. The triple split valence
basis set 6-311 G(d,p) was used for C, H, O, N, and Cl,
whereas LANL2DZ+ECP [33] was employed for the Pd
center. All calculated structures were confirmed to be local
minima (all positive vibrational frequencies) for ground
state structures, or first-order saddle points (one negative
vibrational frequency) for transition state structures, by
frequency calculations. The intrinsic reaction coordinates
(IRCs), from the transition states down to the two lower
energy structures, were traced using the IRC routine in
Gaussian in order to verify that each saddle point is linked
with two putative minima. Natural bond orbital analysis
(Gaussian NBO version) was performed for all structures.

Results and discussion

The structure of ionic liquid triethanolammonium acetate
([TEA][HOAc]) was examined using DFT (Fig. 1). Our
investigation revealed that there are no distinguishing
cations and anions in [TEA][HOAc]. Bond distances reveal

strong hydrogen bonding in the ionic liquid. The NBO
analysis was in accord with this finding, namely there is
strong donation of density from the p orbital on N to the σ*
antibonding O–H orbital of acetic acid. Owing to hydrogen
bonding, it is obvious that molecular association is present.
In addition, the molecule is polar (nitrogen and oxygen bear
partial negative charge, whereas H1 is partially positively
charged). These properties are characteristic of molecular
liquids, and generally for ionic liquids. The role of the ionic
liquid used and its triethanolamine Pd(II) complexes
(Fig. 1) in a green Heck reaction protocol was investigated
in this work.

Bearing in mind that the trans-[PdCl2(DEA)2] complex
acts as a precatalyst in the Heck reaction in [DEA][HOAc]
as reaction medium [34], we assumed that [TEA][HOAc]
would be good reaction medium, and that the triethanol-
amine Pd(II) complex would also yield a catalytically active
species in the Heck reaction. Thus, we decided to
investigate the efficiency of the ionic liquid–palladium
([TEA][HOAc]/ Pd(II) complex) catalytic system. Above
all we were interested in the mechanisms of in situ
formation of the Pd(II) precatalyst and the catalytically
active Pd(0) complex.

The Heck reaction was performed with the corresponding
aryl halide (iodobenzene and bromobenzene) and activated
olefine (methyl, ethyl, and butyl acrylate) in the investigated
ionic liquid at 110°C, and with 2 mol% PdCl2. A 100%
conversion of acrylates to the trans cross-coupling products
was achieved, with 99% selectivity. The yield of products

Fig. 1 Optimized geometries of
triethanolammonium acetate
([TEA][HOAc]), and
trans-[PdCl2(TEA)2] (Pd-N,N
and Pd-N,O) complexes)

434 J Mol Model (2012) 18:433–440



obtained in this reaction was very good (90–93%, Table 1).
Next, we wished to compare the experimental procedure and
yield of the ionic liquid–Pd(II) catalyzed reaction with the
same reaction performed in the absence of ionic liquid,
where TEA was used as a reaction medium (Table 1).

When the Heck reaction was performed in TEA, the
yield was lower (75–81%). The lower yield of these
reactions can be attributed to a competitive polymerization
reaction. Our results indicate that the Heck reaction
performed in the ionic liquid is superior compared to the
procedure carried out in TEA. The ionic liquid used
facilitates solubility of PdCl2 and the appropriate Pd(II)
catalyst precursor. It seems that the nature of the ionic
liquid used increases the stability of the palladium catalyst,
extending its lifetime. In addition, this catalytic system
remains unchanged during the reaction. The reaction
products can be separated via simple extraction, and ionic
liquid–palladium catalytic system can be recycled easily.

After extraction of the products from the reaction mixture,
the ionic liquid–palladium catalytic systemwas recovered and
fresh reactants were charged. The ionic liquid–Pd catalytic
system was recycled three times without significant loss in
activity (yields of coupling products were up to 5% lower).

Mechanism of formation of Pd(II) complexes

In order to elucidate the mechanism of formation and
structure of the Pd(II) precatalyst and catalytically active Pd
(0) species, we investigated the possible mechanism of
reaction of [TEA][HOAc] with PdCl2. It turned out that two
complexes can be formed in this reaction: Pd-N,N and Pd-N,

O complexes (Figs. 1, 2). The selected bond distances of
transition states and intermediates are given in Table 2,
whereas the relative total energies, enthalpies, and free
energies of all relevant species are provided in Table S1 in
the Electronic Supplementary Material.

NBO analysis of PdCl2 reveals that palladium is electron
deficient, as it bears only four lone pairs in the d orbitals.
On the other hand, the HOMO map of [TEA][HOAc] (Fig.
S3) delineates the area in the molecule that is most electron
sufficient (N1). In addition, the NBO charges of Pd (0.750),
and N1 in [TEA][HOAc] (−0.582) indicate that palladium
will perform an electrophilic attack on the nitrogen of the
ionic liquid.

Our assumption was confirmed by revealing transition
state TS1 (Fig. 2), which requires an activation energy of
127.0 kJ mol−1 (Table S1). In TS1, the Pd–N1 bond is
being formed, whereas the hydrogen N1–H1 bond is being
broken (Table 2). The O1–H1 bond is completely formed,
implying that the acetic acid molecule leaves the reaction
system as a solvent molecule. In this way, the tricoordinated
intermediate I1 is formed (Fig. 2). Tricoordinated Pd
complexes are known from the literature [12, 18–21].
NBO analysis of the intermediate shows that the p orbitals
of the ligating atoms participate with over 80% in the bonds
around palladium. Each Pd–Cl bond delocalizes into the
adjacent σ* antibonding Pd–Cl orbital, whereas the Pd–N1
bond delocalizes into both σ* antibonding Pd–Cl orbitals.
Palladium still bears only four lone electron pairs and, thus,
it is electron deficient. The LUMO map of the intermediate
(Fig. S4) is in accord with NBO analysis, and indicates Pd
as a possible electrophilic site.

Table 1 Palladium-catalyzed Heck reaction in different reaction media. [TEA][HOAc] Triethanolammonium acetate, TEA triethanolamine

Entry ArX R 
Reaction 
medium 

Time (h) 
Yield 
(%)a

1 C6H5I COOCH3 [TEA][HOAc] 12 93 
2 C6H5Br COOCH3 [TEA][HOAc] 14 90 
3 C6H5I COOC2H5 [TEA][HOAc] 12 93 
4 C6H5Br COOC2H5 [TEA][HOAc] 14 91 
5 C6H5I COOC4H9 [TEA][HOAc] 12 93 
6 C6H5Br COOC4H9 [TEA][HOAc] 14 90 
7 C6H5I COOCH3 TEA 12 81 
8 C6H5Br COOCH3 TEA 14 77 
9 C6H5I COOC2H5 TEA 12 80 

10 C6H5Br COO C2H5 TEA 14 75 
11 C6H5I COOC4H9 TEA 12 80 
12 C6H5Br COOC4H9 TEA 14 75 

a Isolated yield; only the trans product was detected by 1H NMR 

ArX + CH2=CHR ArCH=CHR
[TEA][HOAc] or TEA
2 mol.% PdCl2,  110 0C
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Our investigations revealed two pathways for the
electrophilic attack of Pd of I1 on another molecule of
[TEA][HOAc]. The first pathway, in which Pd attacks
nitrogen, occurs via transition state TS2-N (Fig. 2). An
energy barrier of 139.7 kJ mol−1 is required for the
formation of this transition state (Table S1). Similarly to
the case of transition state TS1, the Pd–N2 bond is being
formed, whereas the hydrogen N2–H2 bond is complete-
ly broken (Fig. 2, Table 2), again implying that acetic
acid leaves the reaction system as a solvent molecule. In
this way, a Pd-N,N complex is yielded (Figs. 1, 2). Our
experiments confirm that the Pd–N,N complex is formed
during the course of the Heck reaction, as it was
identified in the reaction mixture by means of NMR
spectroscopy. This identification was achieved by com-
paring the NMR spectrum of the reaction mixture to the
NMR spectrum of the separately prepared Pd–N,N
complex. Indeed, this complex was formed upon mixing
of PdCl2 with [TEA][HOAc] in molar ratio 1:2, at 100°C.
The Pd-N,N complex exhibits a square planar coordina-
tion. According to NBO analysis, palladium is sp2d

hybridized, and builds covalent bonds with both nitro-
gens and both chlorines. The sp3 orbitals of the Cl atoms
and almost pure p orbitals of the N atoms participate with
about 85% in the bonds around palladium. There is
strong donation of density from each Pd–N bond to the
adjacent σ* antibonding Pd–N orbital. As a consequence,
the occupancies in the Pd–N orbitals are noticeable low
(1.86).

The second pathway, in which Pd of I1 attacks the
oxygen of [TEA][HOAc], proceeds via transition state TS2-
O (Fig. 2), which has an activation barrier of 85.8 kJ mol−1

(Table S1). In TS2-O the Pd–O3 bond is being formed,
whereas the hydrogen bond between N2 and H2 is
completely broken (Fig. 2, Table 2). In this way the Pd–
N,O complex is formed (Fig. 1). Our finding is supported
by previously reported experimental results [35] that
showed that oxygen coordination to Pd(II) and proton
abstraction from the alcoholic group is possible, even in
weak acidic medium. It is worth pointing out that acetate
buffer is formed during our Heck reaction (AcOH/[TEA]
[HOAc], measured pH≈6).

Fig. 2 Proposed mechanism for the formation of Pd-N,N and Pd-N,O complexes
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It should be emphasized that, in the Heck reaction with
TEA, instead of [TEA][HOAc], a competitive polymeriza-
tion reaction occurred, and formation of the Pd-N,N
complex was not observed during the course of the
reaction. In agreement with this experimental finding, our
attempts to reveal a transition state for an electrophilic
attack of Pd on the nitrogen or oxygen of TEA were
unsuccessful.

Mechanism of formation of the Pd(0) complex

Analysis of the stability of the complexes obtained showed
that the Pd–N,O complex is less stable than the Pd–N,N
complex by 31.4 kJ mol−1. This instability is a probable
reason why it has not been identified in the reaction
mixture. Thus we assume that it undergoes further
transformation, yielding catalytically active Pd(0) complex.

The proposed mechanism is presented in Fig. 3. All
relevant bond distances in transition states and intermedi-
ates are given in Table 3, whereas the relative total energies,
enthalpies, and free energies of all relevant species are
provided in Table S2.

NBO analysis of the Pd–N,O complex shows that Pd
forms covalent bonds with both chlorines and nitrogen
(Fig. 1). The p orbitals of the ligating atoms participate with
over 80% in the bonds around palladium. The O3–H3
orbital and lone pair on O3 (sp3 orbital) delocalize into
formally empty p orbital (with little s and d mixing) on Pd,
thus forming a coordinative Pd–O3 bond. Density is also
donated from the sp3 orbital of O3 to the σ* antibonding
Pd–N1 orbital. The Pd–N1 bond delocalizes into both σ*
antibonding Pd–Cl orbitals. Due to this, the occupancies of
all palladium bonds are low (about 1.90). NBO analysis
also reveals that the O3–H3 bond is particularly polar
(NBO charges of O3 and H3 amount −0.697 and 0.517).
Taking into account that O3 is engaged in the coordina-
tive bond with Pd, and that H3 is acidic, we supposed
that this H3 can be abstracted by the acetate buffer. Our
assumption was confirmed by successful optimization of
the intermediate I2 (Fig. 3). NBO analysis of I2 shows
that p orbitals of the ligating atoms participate with over
80% in the bonds around palladium. Each Pd–Cl bond
delocalizes into the adjacent σ* antibonding Pd-Cl orbital,
whereas the Pd–O3 bond delocalizes into both σ*
antibonding Pd–Cl orbitals. The lone pair on N1 deloc-
alizes into σ* antibonding Pd–O3.

Our experience with the preactivation process of trans-
[PdCl2(DEA)2] [13, 14] shows that β hydrogens (with
respect to Pd) have affinity to coordinate to Pd. As H4 has
the most favorable position, we supposed a nucleophilic
attack of H4 to palladium(II) to be a plausible next step of
the reaction. Our assumption was confirmed by revealing
transition state TS3 (Fig. 3). The results of the IRC
calculation for TS3 are presented in Fig. S5. The formation
of TS3 has an energy barrier of 141.9 kJ mol−1 (Table S2).
In TS3, Pd–O3 and C1–H4 bonds are being broken, while a
Pd–H4 bond is being formed (Table 3). It is worth pointing
out that hydrogen is transferred from carbon to palladium as
a hydride ion. This transfer leads to the formation of the
intermediate I3a (Fig. S2). The structure of I3a shows that it
contains a completely separated molecule [N,N-bis(2-
hydroxyethyl)amino-acetaldehyde] that probably acts fur-
ther as a solvent molecule. For this reason we excluded the
N,N-bis(2-hydroxyethyl)amino-acetaldehyde molecule
(C6H13NO3) from further consideration (I3 in Fig. 3).
NBO analysis of I3 reveals that the intermediate complex
exhibits a square planar coordination, where Pd forms
covalent bonds with both chlorines and hydrogen. As for
nitrogen, its almost pure p orbital donates density to the
formally empty p orbital (with little s and d mixing) on Pd.

Ionic liquid + PdCl2
N1-H1 1.05

O1-H1 1.61

Pd-Cl 2.31, 2.35

TS1

N1-H1 2.11

O1-H1 0.98

Pd-N1 2.89

I1

Pd-N1 2.08

Pd-Cl 2.32, 2.35

TS2-N

Pd-N1 2.15

Pd-Cl 2.36, 2.38

N2-H2 3.40

O2-H2 0.98

Pd-N2 2.88

TS2-O

Pd-N1 2.17

Pd-Cl 2.36, 2.38

N2-H2 4.42

O2-H2 0.98

Pd-N2 5.75

Pd-O3 2.59

Pd-N,N complex

Pd-N1 2.17

Pd-Cl 2.38, 2.42

Pd-N2 2.17

Pd-N,O complex

Pd-N1 2.13

Pd-N2 5.08

Pd-Cl 2.36, 2.40

Pd-O3 2.12

Table 2 Selected bond
distances (Å) in the investigated
species for the mechanism of
formation of Pd(II) complexes
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The Pd–H4 orbital delocalizes into both σ* antibonding
Pd–Cl orbitals, and vice versa.

In the further course of the reaction, I3 undergoes
reductive elimination of HCl. Our investigation shows
that this step of the reaction proceeds via transition
state TS4, which requires an activation energy of
78.9 kJ mol−1 (Table S2). The results of the IRC
calculation for TS4 are presented in Fig. S6. In TS4,
the Pd–H4 and Pd–Cl1 bonds are being cleaved, whereas
the Cl1–H4 bond is being formed, implying that HCl
leaves the reaction system. This process leads to the
formation of the catalytically active Pd(0) complex, the
final product of preactivation reaction (I4 in Fig. 3). NBO
analysis reveals that palladium bears five lone pairs in the
d orbitals, implying that the oxidative number of Pd is 0.
Ligating atoms (chlorine and nitrogen) participate in
bonds around palladium with more than 90%. The Pd–Cl
bond delocalizes into the σ* antibonding Pd-N1 orbital,
and vice versa.

Summary

The structure of the ionic liquid [TEA][HOAc] was
examined using DFT. It was shown that [TEA][HOAc]
acts as multifunctional ionic liquid providing a good
reaction medium, base, precatalyst-precursor, and mobile
support for the active Pd species in a phosphine-free Heck
reaction. The mechanism of the reaction of [TEA][HOAc]
with PdCl2 was examined using DFT. It was found that two

Fig. 3 Proposed mechanism for the formation of the Pd(0) complex

I2

Pd-N1 2.25

Pd-N2 4.87

Pd-Cl1 2.40

Pd-Cl2 2.43

Pd-O3 1.99

C1-H4 1.10

Pd-H4 3.15

TS3

Pd-N1 2.15

Pd-Cl1 2.38

Pd-Cl2 2.37

Pd-O3 2.42

C1-H4 1.15

Pd-H4 2.11

I3

Pd-N1 2.42

Pd-Cl1 2.39

Pd-Cl2 2.42

Pd-H4 1.52

TS4

Pd-N1 2.55

Pd-Cl1 2.81

Pd-Cl2 2.39

Pd-H4 1.56

Cl1-H4 1.71

I4

Pd-N1 2.28

Pd-Cl2 2.38

Table 3 Selected bond
distances (Å) in the investigated
species for the mechanism of
formation of Pd(0) complex
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Pd(II) complexes, Pd–N,N and Pd–N,O, are formed where
the Pd–N,O complex further acts as a precatalyst, yielding
the catalytically active Pd(0) species. The calculated
activation energies are in agreement with our experimental
findings.

The reaction of PdCl2 with [TEA][HOAc] provides an
effective ionic liquid–palladium catalytic system for the
Heck reaction. The catalytic system used is ecologically
friendly and can be recovered and recycled.

Acknowledgment This work is supported by the Ministry of
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Abstract CYP7B1 mutations have been linked directly
with the neurodegenerative disease hereditary spastic
paraplegia (HSP), with mutations in the CYP7B1 gene
identified as being directly responsible for autosomal
recessive HSP type 5A (SPG5). To evaluate the potential
impact of CYP7B1 mutations identified in SPG5 on
binding and protein function, a comparative model of
cytochrome P450 7B1 (CYP7B1) was constructed using
human CYP7A1 as a template during model construction.
The secondary structure was predicted using the PSIPRED
and GOR4 prediction methods, the lowest energy CYP7B1
model was generated using MOE, and then this model was
assessed in terms of stereochemical quality and the side
chain environment using RAMPAGE, Verify3D and
ProSA. Evaluation of the active site residues of the
CYP7B1 model and validation of the active site architec-
ture were performed via molecular docking experiments:
the docking of the substrates 25-hydroxycholesterol and 27-
hydroxycholesterol and the inhibitor 3α-Adiol identified
structurally and functionally important residues. Mutational
analysis of CYP7B1 amino acid mutations related to
hereditary spastic paraplegia type 5 considered phosphory-
lation, ligand/substrate binding and the structural roles of
mutated amino acid residues, with R112, T297 and S363
mutations expected to have a direct impact on ligand
binding, while mutations involving R417 would indirectly

affect ligand binding as a result of impairment in catalytic
function.

Keywords CYP7B1 . Homology model .

25-Hydroxycholesterol-7α-hydroxylase . Docking studies .

Hereditary spastic paraplegia (HSP) .Mutational analysis

Introduction

CYP7B1, also called 25-hydroxycholesterol-7α-hydroxy-
lase and oxysterol-7α-hydroxylase in reference to its
physiological function, is one of two CYP7 family
members. While CYP7A1 is expressed only in the liver
[1–3], CYP7B1 is expressed in numerous different tissues,
for example in the liver, kidney, reproductive system and
in the brain, where it performs different physiological
functions [4].

In the liver, CYP7B1 plays an important role in bile acid
synthesis, with studies revealing the impact of this enzyme
in bile acid production, particularly in early human
development (rather than in adulthood). CYP7B1 also
plays a significant role in atherosclerosis development,
neurosteroid metabolism and sex hormone synthesis [5–7].
Many studies have revealed that the CYP7B1 enzyme may
also be involved in the growth and development of the
prostate and other tissues [8].

Metabolism of 27-hydroxycholesterol is carried out by
CYP7B1 in the acidic pathway in the liver (Fig. 1). This
metabolism is essential for achieving normal, healthy
circulation with sufficient levels of cholesterol and its
oxygenated derivative 27-hydroxycholesterol. Any abnor-
malities in CYP7B1 may lead to severe accumulation of
27-hydroxycholesterol in the circulation, thus causing
hypercholesterimia and atherosclerosis. The link between
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hypercholesterimia and Alzheimer’s disease and the flux of
27-hydroxycholesterol in the brain is still unclear [9].
Research in this area has revealed conflicting outcomes,
and reconciling them remains a great challenge. For
example, Yau et al. point to low levels of CYP7B1
expression in Alzheimer’s disease [10], while Attal-
Khemis et al. found increased CYP7B1 formed metabolites
in the sera from Alzheimer patients [11]. Indeed, Yau et al.
indicate higher levels of CYP7B1 enzyme, which is the main
catalyst for the 7-hydroxylation of dehydroepianderosterone
(DHEA) and other sex hormone precursors in brain, play a
crucial role in memory balance and cognition [10]. Studies
have found that the metabolism derivative of DHEA, 7α-
hydroxy-DHEA, together with other products such as 7α-
hydroxy epiandrosterone (EpiA) and 7β-hydroxy-EpiA,
could protect neurons from damage [12, 13], suggesting a
connection between CYP7B1 hydroxylation in the brain and
neuroprotection.

Studies by Pettersson et al. [7, 14] have suggested a role
for the CYP7B1-mediated metabolism of 5α-androstane-
3β,17β-diol (3β-Adiol) and 3α-Adiol to triols (Fig. 1) in
balancing the cellular levels of hormones that activate

estrogen receptor β (ERβ) and androgen receptor (AR). As
3α-Adiol is also a powerful GABAA receptor-modulating
steroid with anticonvulsant properties [15], it was specu-
lated that CYP7B1, which is highly expressed in the
hippocampus, may play a role in the control of brain
levels of 3α-Adiol, and thereby influence GABAA-
related neuronal pathways [14].

An important recent finding linked CYP7B1 mutations
directly with the neurodegenerative disease known as
hereditary spastic paraplegia (HSP). Mutations in the
CYP7B1 gene that are directly responsible for autosomal
recessive HSP type 5A (SPG5) have been identified [16–
18]. HSP is classified as a rare disease, with a recent
Norwegian study carried out on a sample of 2.63 million
people concluding that the number of confirmed cases of
HSP was 196, corresponding to a ratio of 7.4 in every
100,000 [19]. There are three HSP diseases, which vary
according to the mode of inheritance: autosomal recessive,
autosomal dominance inheritance or X-linked recessive
inheritance. Autosomal recessive HSP 5A or SPG5 is
characterized by progressive weakness and spasticity of
the lower extremities [16].

Fig. 1 Metabolic pathways of cholesterol
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The amino acid sequence encoding CYP7B1 has been
cloned from human tissue [6, 10, 20], but no crystal
structures are available. Here, we describe a homology
model for human CYP7B1 that provides valuable informa-
tion on the active site architecture, along with docking
studies that analyzed ligand-binding interactions. CYP7B1
mutations identified in SPG5 and their potential impact on
binding and protein function were also evaluated.

Methods

Construction of the CYP7B1 model

Homology searching

The protein sequence of human CYP7B1 was obtained
from the ExPASy server (O75881) [21]. Homologous
proteins with known crystal structures were found by
performing a PSI-BLAST search (comparison matrix,
BLOSUM62; E-threshold, 10) using the ExPASy server,
aligning the query sequence (CYP7B1) against sequences
in the Protein Data Bank (PDB) [22]. The default values
were used for the alignment parameters and thresholds used
to screen for candidate homologues, and the BLOSUM62
comparison matrix was employed.

The Phylogeny server [23] was used to build a
phylogenetic tree for the identified homologous proteins
and the query sequence.

Multiple sequence and structure alignment

The secondary structure of CYP7B1 together with the
templates was determined using PSIPRED [24]. The query
sequence was then aligned against the most homologous
templates using ClustalW [25] to identify specific α-
helices, β-sheets, coils and loops, and the common features
and motifs. Conserved sequences were also identified using
PRATT [26].

3D model building

All molecular modeling studies were performed on an RM
Intel Core 2 Duo CPU (2.2 GHz) running Windows XP and
using the Molecular Operating Environment (MOE)
2008.09 [27] molecular modeling software. Homology
models were built using MOE Homology using a single
template approach with the AMBER99 force field [28],
which uses a dictionary to set the partial charges of atoms
in amino acids. Partial charges were set for the heme, which
was subsequently minimized. The final homology model
was constructed using human CYP7A1 (PBD 3DAX) [29]
as the template. The heme coordinates were duplicated

from the CYP7A1 crystal structure and explicitly included
in the homology modeling process to generate ten interme-
diate models. The final model was the Cartesian average of
all the intermediate models. All the minimizations were
performed with MOE until an RMSD gradient of 0.05 kcal
mol−1 Å−1 was attained with the force field specified, and
the partial charges were automatically calculated.

Model validation

The stereochemical quality of the polypeptide backbone
and side chains was evaluated using Ramachandran plots
obtained from the RAMPAGE server [30]. The amino acid
environment was evaluated using Verify3D [31], which
assesses the environment of the side chain based on the
solvent accessibility of the side chain and the fraction of the
side chain covered by polar atoms. The ProSA tool was
used to check the overall model protein structure for
potential errors [32]. Validation data for the template
CYP7A1 (3DAX) were used as the baseline to assess the
respective models.

Docking

Two substrates and one inhibitor were used in the docking
studies. The ligand structures were built using MOE
Builder [27], and then the ligand was energy minimized.
These ligands were docked using MOE Dock, employing
Triangle Matcher as the placement method and the function
London dG as the first scoring function. The refinement
was set to force field and the docked poses were energy
minimized in the receptor pocket. The final refined poses
were ranked via MM/GBVI binding free-energy estimation
(E_refine score). The receptor was set as the protein and the
heme, with the binding site defined as the region within a
6.5Å radius around the heme. Thirty poses were con-
structed for each compound, and the best scoring model–
ligand complexes were selected; the ligand interactions
within these complexes were visualized using the MOE
Ligand Interactions simulation.

Results and discussion

Homology searching

Comparative modeling methods use structural templates
that have the highest sequence homology with the target
protein. Homologous proteins were identified by scanning
the protein sequence of CYP7B1, obtained from the
ExPASy server [21], against 3D structures deposited in
the Protein Data Bank (PDB) [16] using PSI-BLAST [33].
The search returned amino acid sequences of different
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P450s. The percent sequence identities, chain lengths and
E-values for the homologous protein sequences are shown
in Table 1. CYP7A1 (3DAX) had the highest percent
similarity (37%) and a good E-value, while the other
proteins ranged from 21 to 30%. The CYP7A1, CYP8A1
and CYP3A4 sequences have similar chain lengths to the
query sequence CYP7B1 (506aa), and are high-resolution
structures.

To obtain more information regarding the best possible
template, the Phylogeny server [23] was used to construct a
phylogenetic tree using thirteen different selected proteins
from CYP enzymes and other protein families. The
phylogenic tree indicates that the shortest evolutionary
distances occur between CYP7, CYP8 and CYP51, which
confirms that CYP7, CYP8 and CYP51 constitute a single
group in the P450 family (group IV), according to the
evolutionary relationship and sequence similarity (Fig. 2).

Multiple sequence alignments

ClustalW [25] was used to align the suggested template
sequences and the query sequence of CYP7B1 (see the
“Electronic supplementary material,” ESM). As all of the
selected sequences were CYP subfamilies, the features
common to all sequences revealed the presence of the heme
binding motif, an essential part of all P450s. Moreover, by
using PRATT [26], the patterns conserved across a set of
sequences were identified. Twenty amino acids were nearly
the same in each protein (Table 2). These 20 amino acids
contained the conserved cysteine in all proteins, and this
was the heme binding motif.

Alignment between the selected template (CYP7A1)
and the query CYP7B1 clearly showed the cysteine
ligand loop of the FXXGXXXCXG motif as a conserved
region (the conserved heme-thiolate-binding signature)
(Fig. 3). Using the nomenclature of Gotoh [34], six SRSs
regions were identified in all selected sequence alignments
based on CYP2 family analysis [35]. SRS-1 forms part of
the B′-helix region, SRS-2 is within the F-helix, SRS-3
lies in a region of the G-helix, SRS-4 lies at the center of

the I-helix, while SRS-5 (β1–4) and SRS-6 are just after
the L-helix [36].

Secondary structure

In this study, PSIPRED [24] and GOR4 [37] (Tables 3 and
4) were used to predict secondary structure.

The ClustalW multiple alignment results for CYP7A1
and CYP7B1 show many conserved regions, which are
labeled under each residue with * (see Fig. 3). The
observed secondary structures of both proteins show a high
degree of similarity in terms of helices and β-sheets. There
is good overlap between the template’s and the model’s
secondary structure, especially at the positions of the A-, B-
, and L-helices, as well as the I-helix, which is broken in the
model from residue 293 to residue 296. The model lacks
the C-helix, and the template’s C-helix consists of only
three residues and does not form the usual conserved
residue WXXR found in most P450s. There are two sets of
structurally conserved β-sheets: β-sheet 1 containing five
strands, and β-sheet 2 with two strands. These two sheets
are considered important in the formation of the hydrophobic
substrate access channel [38].

Homology model

A homology model based on the optimal template
(CYP7A1) was generated using a single template alignment
approach with the Molecular Operating Environment
(MOE) [27] software, as described in the “Methods”
section (Fig. 4). The 3D structure of the CYP7B1 model
showed a high degree of similarity to the template
CYP7A1, especially across the conserved motifs. The heme
was sandwiched between the I-helix and the L-helix, while
the conserved cysteine residue was found in the C-terminal
half of the model, which acts as a fifth axial ligand for the
iron of the heme cofactor.

Compared with the long I-helix in CYP7A1, the I-helix
in the CYP7B1 was broken with a coil located from Ser293
to Asn296. The conserved threonine in the I-helix, thought

Table 1 The optimal crystal templates identified in the CYP7B1 BLAST results

Protein PDB code Blast scorea Sequence identityb Sequence identity (%) Chain length E-value

CYP7A1 (human) 3DAX-A 296 178/481 37 504 1×10−80

CYP8A1 (human) 2IAG-A 202 149/482 30 500 3×10−52

CYP8A1 (zebra fish) 3B98-A 186 144/482 29 500 1×10−47

CYP3a4 (human) 1WOE-A 69.3 68/266 25 503 3×10−12

CYP51 (M. tuberculosis) 2WOA-A 65.1 53/194 27 451 5×10−11

CYP120a1(retinoic acid) 2VE3-A 46.6 96/443 21 444 2×10−5

a The PSI-BLAST score for an alignment is calculated by summing the scores for the aligned positions and the scores for gaps
b The number of identical residues divided by the length of the sequence fragment identified by PSI-BLAST
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to be involved in the oxygen activation mechanism [39],
was conserved (Thr297 in CYP7B1 and Thr290 in
CYP7A1).

There are other conserved regions in P450s. These are
assumed to have a significant structural function; for
instance, the EXXR motif is believed to contribute to the
catalytic activity of the P450 enzymes, while it also
maintains the structural fold. This was found in the
K-helix (Glu358 and Arg361 of the CYP7B1 3D structure).
The D-helix in CYP7A1 is 15 residues longer than in the
CYP7B1, while the B′ helix in CYP7B1 is five residues
shorter than the B′ helix in the CYP7A1. Moreover, other
α-helices (A, B, D, E and L) are very similar in the
CYP7B1 model and in the CYP7A1 structure.

Interestingly, the C-helix is not found in CYP7B1, while
it is composed of only three residues in CYP7A1 (Pro116,
Met117 and Asp118). The C-helix in P450 enzymes is
usually identified and characterized by the conserved motif
WXXXR [39].

Most P450 enzymes have the important “acid–alcohol”
pair located in the I-helix, with the conserved sequence (A/
G)GX((E/D)(T/S). The pair is conserved with an acidic
residue (Asp or Glu) just before a Thr residue, and is
thought to play an essential role in the binding of an oxygen
molecule for catalysis. The CYP7 family lacks this

conserved pair [40]. Instead, in both the CYP7A1 and
CYP7B1 enzymes, the acid–alcohol pair is replaced with
Ala288 and Asn289 (CYP7A1) and Ala295 and Asn296
(CYP7B1). The carbonyl oxygen of the Ala295 residue is
believed to form a hydrogen bond with two water
molecules, which in turn form hydrogen bonds to a residue
(Leu212) located in the F-helix and to a residue in the β3–2
strand. This arrangement is very similar to that seen in the
CYP8A1 (human) enzyme, in which the acid–alcohol pair
is replaced with Gly286 and Asn287, and the carbonyl of
Gly286 forms a hydrogen bond with Asp211 in the F-helix
and a salt bridge with Leu485 in the β3–2 strand [41].

Additionally, residue Ala292 in the CYP7B1 I-helix was
found to be homologous to Ala285 in CYP7A1 and Ala283
in CYP8A1 (human). This residue in CYP8A1 (human) is
important in an early hydroxylation step, and this might be
the case for the CYP7B1 enzyme too.

Model validation

To evaluate the quality of the modeled structures, the
lowest-energy model generated from each template was
subjected to a number of checks. Stereochemical quality
was assessed using Ramachandran plots and the Cambridge
RAMPAGE server [30], the amino acid environment was
assessed using Verify3D [31] and the UCLA-DOE server
[42], and the ProSA tool was used to check the overall
model protein structure for potential errors [32].

Validation results suggested that the model performed
well in terms of the main-chain stereochemistry and amino-
acid environment. In the Ramachandran plot, 99.1% of the
residues were in the allowed region, which was comparable
with the corresponding value for the main template,
CYP7A1 (99.8%), thus indicating that the backbone
dihedral angles ψ and φ in the model were reasonably
accurate. There were four outliers in the model, but they
were far from the active site and do not significantly
contribute to its function. Verify3D is an analytical program

Fig. 2 Phylogenic tree generated for CYP7B1 in relation to other CYP enzymes

Table 2 PRATT output showing the 20 amino acid residues
conserved across all seven selected proteins

Amino acid residues Sequence Proteins

PFGTGtskCPGrfFAlmEIK 441–460 CYP7B1

PFGSGatiCPGrlFAihEIK 413–433 CYP7A1

PFGAGrhrCIGenFAyvQIK 384–403 CYP5A1

PWGAGhnhCLGrsYAvnSIK 411–430 CYP8A1 (human)

PFGGGlreCLGkeFArlEMK 375–394 CP120a

PFGSGprnCIGmrFAlmNMK 410–429 CP3A4

PWGTEDNLCPGRHFAVHAIK 392–412 CP8A1 (zebrafih)
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that analyzes the compatibility of an atomic model (3D)
with its own amino acid sequence (1D) and indicates if
the sequence is folded well or not. Generally, output
results for 3D-1D should stay above 0.2 and should not
be below 0.0 [31]. In the Verify3D output of the
constructed model, 93.83% of the residues had an average

3D-1D score of >0.2, which represents a good result. The
outcome for the CYP7A1 template in Verify3D indicated that
96.41% of the residues had an average 3D-1D score of >0.2.

ProSA analysis provides output in two plots. The first
plot (Fig. 5a) shows the local model quality by plotting
energies as a function of amino acid sequence position. In

Fig. 3 ClustalW alignment between the target sequence and the
selected template structure sequence. Asterisk identical residues, colon
highly conserved residues, dot residues are somewhat similar. All
helices and β-strands are clearly labeled, and SRS regions from 1 to 6
are identified according to the Gotoh nomenclature. The first box

shows postulated steroidogenic conserved domains, the second box
shows the location of the active site (heme binding). The residues are
colored according to their chemical properties: red small hydrophobic
(AVFPMILWY), blue acidic (DE), magenta basic (RHK), green
hydroxyl + amine + basic (STYHCNGQ)
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general, positive values correspond to problematic or
erroneous parts of the input structure. The second plot
(Fig. 5b) shows the overall model quality from which the z-
score is calculated; its value is displayed in a plot that
contains the z-scores of all experimentally determined
protein chains in the current PDB. A negative score
indicates a good model, whereas a positive score indicates
errors. The z-score of the model was −9.56, which should
be compared with the −9.16 score of CYP7A1. Further-

The template (CYP7A1) The model (CYP7B1)

Secondary structure Residues Secondary structure Residues

β-sheet Leu34–Asn36

β-sheet Leu38–Ileu39 β-sheet Trp52–Leu53

A-helix Pro52–His63 A-helix Pro65–His76

βB1–1 Val66–Leu71 βB1–1 Phe80–Leu85

βB1–2 Lys74–Phe78 βB1–2 Lys88–Phe92

B-helix Pro 82–Val89 B-helix Pro96–Val103

βB1–5 Phe 95–Asp96 βB1–5 Leu109–Ser110

B′-helix Lys99–Phe109 B′-helix Val113–Leu118

C-helix Pro116–Asp118 C-helix Not found

D-helix Ile125–Arg153 D-helix Lys148–Lys162

Missing residues 154–164 Coil and a small helix Gln163–Trp175

β-sheet Val167–Gly170 β-sheet Asp176–Glu179

E-helix Met171–Phe188 E-helix Leu180–Ile196

Turn Thr193–Arg194

F-helix Thr195–Lys197 F-helix Asp204–Ser228

F-helix Ala198–Gly220

F′-helix Ileu225–Met227 F′-helix Ile232–Leu234

G-helix Arg229–Lys249 G-helix Gly236–Leu254

H-helix Glu255–Leu267 H-helix Glu262–Glu272

I-helix Asp272–Ala320 I-helix Asp279–Ser328

Helix 321–322 (293–296, a coil)

K-helix Gln337–Ser357 K-helix Arg343–Leu360

β-sheet Ser358–Ser360 β-sheet Ser354–Ser356

β1–4 Asn362–Ala366 β1–4 Thr368–Val372

β2–1 Phe370–Leu374 β2–1 Leu376–Ser380

β2–2 Gly377–Ile381 β2–2 Gly383–Val387

β1–3 Ile386–Leu389 β1–3 Leu392–Ile395

K′-helix Gln392–Met395 K′-helix Pro397–His401

β-sheet Tyr424–Cys425 β-sheet Phe429–Lys430

β-sheet Leu427–Leu428 β-sheet Lys433–Lys434

β-sheet Gly438–Ser439 β-sheet Gly443–Thr444

β-sheet Thr442–Ile443 β-sheet Ser447–Lys448

L-helix Arg447–Tyr454 L-helix Arg452–Tyr469

β3–3 Phe465–Leu469 β3–3 Phe470–Ile474

Helix Gln481–Arg483 Helix Tyr484–Arg486

β4–1 Leu486–Ile488 β4–1 Phe489–Ile491

β3–2 Glu496–Phe501 β3–2 Leu499–Val504

Table 3 Comparison between
CYP7B1 and the template
CYP7A1

Table 4 GOR4 output for CYP7A1 and CYP7B1

Secondary structure elements CYP7A1 CYP7B1

Helices 204aa (40.48%) 231aa (45.65%)

β-strands 74aa (14.68%) 72 (14.23%)

Coil 226aa (44.84%) 203 (40.12%)
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Fig. 4 The structure of the final
CYP7B1 model with secondary
structure elements (α-helices
and β-strands); the meander
loop is also shown in the
structure located between the K
′-helix and the L-helix. The
heme is shown as a ball and
stick model in gray

Fig. 5 a–c ProSA output for the model (CYP7B1). a z-Scores of
protein chains in the PDB determined by X-ray crystallography (light
blue) or NMR spectroscopy (dark blue). This plot only shows chains
with <1000 residues and a z-score of ≤10. The z-score of CYP7B1 is
highlighted as a large black spot in the middle. b Local model quality,

shown by plotting energy as a function of amino acid sequence
position; positive values indicate erroneous parts. Most of the amino
acids gave negative values. c 3D structure of the CYP7B1 protein
obtained using the molecule viewer Jamol
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more, superimposing the model on the main template
(3DAX) gave a very low RMSD (0.816Å), suggesting a
high degree of similarity.

Overall, through the use of Ramachandran plots,
Verify3D and ProSA analysis, a good model of CYP7B1
was generated. Further validation of the active site
architecture and key binding interactions was achieved
using ligand docking experiments.

Ligand docking

Although the identity between the template (CYP7A1) and
the query sequence (CYP7B1) is not particularly high
(37%), the functional regions of the two proteins—
especially the active site—are highly conserved: approxi-
mately 66% of the heme-binding residues are conserved.

The chemical structures of the two substrates used in our
docking studies were 25-hydroxycholesterol and 27-
hydroxycholesterol. CYP7B1 catalyzes the 7α-
hydroxylation of the 25- and 27-hydroxycholesterols
formed during the first step in the alternate bile acid
biosynthesis pathway [43].

25-Hydroxycholesterol was docked within the active site
using MOE Dock, which generated 30 potential docking
orientations. These dockings highlighted seven residues
that were consistently involved in the binding of the
25-hydroxycholesterol substrate within the active site:
Ser115, Leu119, Trp291, Ala292, Asn296, Ser366/Ser124
and Phe489. Arg112, Ala292, Asn296 and Ser366 were
shown to form hydrogen-bonding interactions with the ligand
in several docking conformations with the C7 atom positioned
in proximity to the heme iron, at a distance of between 6.6 and
7.7Å. This distance would accommodate a water molecule
between the 7-position of 25-hydroxycholesterol and the
heme iron (Table 5).

Docking 27-hydroxycholesterol within the active site
(again generating 30 potential docking orientations) high-
lighted eight residues that were consistently involved in the
binding of the 27-hydroxycholesterol substrate within the
active sites: Phe111, Arg112 and Ser115 were H-bonding
residues that interacted with the C27–OH side chain;
Trp291, Ala292 and Asn296 were hydrogen-bonding
residues that interacted with the ring C3–OH; and Ile369,
Ser447 and Phe489 formed hydrophobic interactions with
the side chain. The C7 atom was positioned in proximity to
the heme iron at a distance of 5.7–7.3Å (Table 5).

A recent study by the Pettersson group indicated that the
CYP7B1-mediated metabolism of sex hormones, in addi-
tion to its effect on the action of estrogen, also play a role in
controlling the cellular levels of androgens [14]. Furthermore,
they found that 5α-androstane-3α,17β-diol (3α-Adiol) was
a significant inhibitor of this enzyme, and the C-3
hydroxyl group participated in an important interaction

with the active site of the CYP7B1. 3α-Adiol was found
to be able to compete with other steroids for the active
site of CYP7B1 [14].

Docking 3α-Adiol generated 30 potential docking
orientations, and the results indicate that the following are
key residues which contribute to ligand binding: Ser115,
Trp291, Ala292, Asn296, Thr367, Thr368, Ileu369, and
Phe489 (Table 5). In different docking conformations,
Asn296 was found to interact with C3–OH of 3α-Adiol,
while Ileu369 and Thr367 were found to interact with C17–
OH. C3–OH was positioned at a distance of 3.2–3.6Å from
the heme iron.

Nine amino acid residues are involved in binding both
the 25- and the 27-hydroxycholesterol substrates and 3α-
Adiol inhibitor. All nine of these residues are located at
substrate recognition sites (SRS): Ser115 at SRS-1; Trp291,
Ala292 and Asn296 at SRS-4; Thr367, Thr368 and Ileu369
at SRS-5; and Leu488 and Phe489 at SRS-6. Ser115 is
located in the B′-helix, and—in addition to participating in
binding interactions with the ligands—may be a potential
phosphorylation site (see “Mutation analysis”). Site-
directed mutagenesis studies on CYP7A1 [44] showed that
the large residue Trp283 (Trp291 in CYP7B1) may act as a
“lid” to keep cholesterol near the heme, and that Asn288
(Asn296 in CYP7B1) was crucial to binding cholesterol in
the correct orientation; it is likely that Trp291 and Asn296
in the I-helix of CYP7B1 play very similar roles. Ala292 is
invariably positioned close to the C3 hydroxy group, and
hydrogen-bonding interactions are expected to hold the
ligand in the correct orientation above the heme (Table 5).
Leu360 of CYP7A1 was implicated by site-directed
mutagenesis in assisting with the orientation and position-
ing of cholesterol, contacting the cholesterol C18 methyl
group through its terminal side-chain carbon. This interac-
tion was preserved upon replacing leucine with isoleucine
(L360I) [44]. In this region—the β1–4 sheet—of the
CYP7B1 model, residues Thr367, Thr368 and Ile369 form
a hydrophobic cavity in the region of the cholesterol side
chain, and, in the case of 3α-Adiol, Thr367 and Ile369
undergo hydrogen-bonding interactions with C17–OH
(Table 5). As previously seen with the CYP7A1 study,
CYP7B1 residues Leu488 and Phe489—positioned in the
β4–1 sheet—are expected to be important for correctly
orienting cholesterol in the hydrophobic cavity.

Mutation analysis

In HSP5, several mutations have been identified, including
nonsense mutations (R63X, R112X, Y275X, R388X) and
missense mutations (G57R, F216S, T297A, S363F, R417H,
R417C, F470I, R486C) (Table 6) [16, 17]. Two of the
mutations have been predicted to affect the phosphorylation
of CYP7B1 [16]. Using the NetPhos 2.0 server [45], it was
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Table 5 Representative docking of ligands (gray) within the active site of CYP7B1; the key hydrogen bonding residues are shown, along with
the carbon backbone in green

Ligand Docking Key 

interactions 

25-OH-

cholesterol

Arg112, 

Ala292, 

Asn296, 

Ser366

27-OH-

cholesterol 

Phe111, 

Arg112, 

Ser115, 

Trp291, 

Ala292, 

Asn296 

3 -Adiol Ser115, 

Trp291, 

Asn296, 

Thr367, 

Ile369

450 J Mol Model (2012) 18:441–453



Table 6 CYP7B1 mutations identified in SPG5 families, and predicted functional effect on protein

Mutation [11, 12] Position in protein Functional effect on protein

G57R Between polyproline motif and A′-helix Structural effect on P450 tertiary fold and the A′-helix

R63X Between A′- and A-helices Truncation: nonfunctional protein

R112X 1aa before B′-helix, SRS-1 Truncation: nonfunctional protein

F216S F-helix, SRS-2 Phosphorylation

Y275X Between H- and I-helices Truncation: nonfunctional protein

T297A I-helix, SRS-4 Ligand binding

S363F 2aa before K-helix, SRS-5 Phosphorylation and ligand binding

R388X Between β2–2 and β1–3 Truncation: nonfunctional protein (ligand access channel)

R417H/R417C Meander Interaction redox partner, structural stability

R470I β3–3 Possible docking/access

R486C SRS-6 helix Ligand orientation and binding

Fig. 6 Active site of CYP7B1. Mutant amino acids are identified (carbon backbone is shown in pink). Orange heme, gray 25-hydroxycholesterol,
green H-bonding residues
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predicted that Ser13, Ser115, Ser251, Ser363, Ser364 and
Ser379 are very likely to be phosphorylation sites, with
scores of >0.9. This includes residue 363 (0.985), which is
mutated to a Phe in HSP (S363F). The other mutation that
is affected with respect to phosphorylation is F216S.
Introducing this mutation results in an additional Ser with
a score of 0.997; in other words, it is very likely to be a
phosphorylation site.

The mutation of G57, which is highly conserved across
all P450 enzymes, is expected to have a structural effect on
the protein. G57 is positioned between the polyproline
motif, which has a structural role as it contributes to
maintaining the P450 tertiary fold, and the A′-helix. The
R112X and T297A mutations are in close proximity to key
binding residues (Fig. 6), so they would impact on ligand
interactions within the active site. Based on the docking
studies described here, Ser115, Leu118, and Leu119 can be
identified as important residues, and truncation at R112(X)
would prevent the binding of the cholesterol substrates.
A key binding interaction was noted between Asn296 in
the I-helix and the cholesterol substrates and 3α-Adiol.
Other residues in this SRS-4 region have also been
implicated in ligand interactions (Trp291, Alal292,
Ser293, Val294, and Ala295), so the T297A mutation
would be expected to have a substantial effect on ligand
interactions. Two other mutations that are likely to have
an impact on ligand binding are S363F, which is in close
proximity to Ile360, Ser366, Thr368, and Ile369 (identified
as residues in the SRS-5 domain involved in binding
interactions and the correct orientation of cholesterol), and
R486C, which is in close proximity to R489 in the SRS-6
domain (Table 6, Fig. 6).

R417 resides in the meander region (the conserved
PERF region) just before the cysteine pocket. The meander
region has been implicated in heme binding and in
interactions with redox partners for P450 reduction [35,
46, 47]. This residue may have a catalytic and/or structural
function; as such, any mutation (R417H or R417C) would
be predicted to severely affect enzyme function.

The four remaining mutations (R63X, Y275X, R388X,
and F470I) are not obviously involved in ligand
interactions based on the docking experiments, but a
mutation that occurs some distance from the active site
can still have a conformational effect, which may impact
on the active-site architecture or the ligand access
channel and subsequent binding. The nonsense mutations
(R63X, Y275X, R388X) would all result in truncated
sequences and a nonfunctional protein.

The R388 mutation has also been described in a disorder
called CBAS3 (congenital bile acid defect type 3). This
inherited mutation in the CYP7B1 gene of an infant boy
was described and studied by Setchell et al. [20]. The
mutation of the arginine amino acid residue R388 resulted

in premature termination (X) [6]. Truncation of the protein
at this location was predicted to remove the essential heme-
binding cysteine residue at 449 in the normal protein [20].
The mutation resulted in fatal hepatotoxic accumulation of
24-, 25- and 27-hydroxycholesterols and severe bleeding.
The study identified that the level of 27-hydroxycholesterol
alone was nearly 4,500 times more than the normal level
and, as the activity level of CYP7A1 is very low in infants,
it was not possible to compensate for the CYP7B1
deficiency, resulting in fatal hepatotoxicity [48].

Conclusions

The CYP7B1 model has been validated for stereochemical
and amino-acid environment quality using appropriate
programs, and further validation of the active-site architec-
ture was achieved by performing docking studies with
natural substrates and an inhibitor in order to determine the
key residues involved in the ligand binding. In this study,
many residues were found to be important residues for
ligand binding: Ser115, Phe123, Ser124, Met134, Asn135,
Leu140, Cys141 (in the SRS-1 region), Ile196 in the E-
helix, Ala292, Ser293, Asn296, Thr297 (in the center of the
I-helix, SRS-4), Ile360, Ser366, Thr368, Ile369 (SRS-5),
Phe441, Ser447, Lys448, Cys449 (heme pocket), Gly451,
Phe454, Ala455, Glu458, Ile459 (L-helix), and Leu488 and
Phe489 (SRS6). Mutational analysis considered phosphor-
ylation, ligand/substrate binding and the structural roles of
mutated amino acid residues, and R112, T297 and S363
mutations were expected to have a direct impact on ligand
binding. The positioning of R417 in the meander region
leads us to predict that mutations would indirectly affect
ligand binding as a result of an impairment of catalytic
function due to reduced/absent heme binding and inter-
actions with redox partners.
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Abstract A model of the three-coordinated T1 Cu site from
Trametes versicolor was considered to evaluate the effect on
redox potential of geometrical distortions in the copper
coordination sphere. Systematic modifications of geometrical
parameters (distances and angles) of the coordination sphere
of the T1 Cu site were carried out within a density functional
theory (DFT) framework, to evaluate their effects on electron
affinity directly related to redox potential. The most promising
result in terms of redox potential increment was distortion of
the dihedral angle Cmethylthiolate–S–Cu–NImA (ω), which can
be rationalized as a decrease in the overlap of imidazole
orbitals in the redox-active molecular orbital (β-LUMO). This
overlap is minimized when ω achieves the value of 10°,
therefore, this conformation might have the highest redox
potential. From the molecular orbital viewpoint, a parallelism
was found between the effect caused by the presence of a
fourth ligand and the distorted three-coordination, which
could be extrapolated to spectroscopic properties. It was also
found that solvation effects on the redox potentials during
geometrical distortions produce a very similar tendency,
independently of the polarity of the solvent.

Keywords Density functional theory . Laccase . Redox
potential . Enzymatic model

Introduction

Laccases are enzymes belonging to a family known as
multicopper oxidases containing four copper atoms classified
in three different types (T1, T2, and T3), according to their
spectroscopic properties in oxidized state [Cu (II)] [1].

These enzymes have an enormous biotechnological
potential in environmental remediation since they are able to
catalytically oxidize several harmful substrates such as phenols
and aromatic amines. The accepted mechanism involves a first
stage where Cu (II) in the T1 Cu site is reduced to Cu (I), and
this active site is then re-oxidized with the concomitant
reduction of O2 to H2O [2]. Nowadays, there is a growing
interest in understanding the complex mechanisms involved
in the activity of laccases and, at the same time, there is a
constant search for new varieties of laccases with higher
stability and higher redox potential to cover a wider spectrum
of substrates [3].

The T1 Cu, responsible for the blue color of these enzymes
when oxidized [4], has been studied extensively, and is a
recurrent motif found in proteins involved in redox processes.
This copper atom is surrounded by two histidine (His)
and one cysteine (Cys) residues, all of which are conserved
in all T1 Cu sites. A fourth residue can be methionine
(Met), glutamine (Gln), leucine (Leu), isoleucine (Ile) or
phenylalanine (Phe), depending on the protein.

In most proteins, the T1 Cu site is directly responsible
for the redox potential, which is modulated by five factors:
(1) the number of copper coordinated residues [lower
coordination numbers of Cu (II) destabilized this state,
resulting in higher redox potentials], (2) distortions in the
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copper coordination sphere, (3) hydrophobicity around the
copper atom, (4) electrostatic effects due to the charges of
the protein, and (5) hydrogen bonds toward the sulfur atom
of the coordinated cysteine [5]. Among these factors, our
main interest lies in getting a deeper insight into the
consequences of different distortions on the redox potential.

Most proteins containing the T1 Cu site have four
residues coordinated to the copper atom. The effect of
modifications in the bond distance of the fourth residue on
their low/medium redox potentials has been studied widely
[6]. A debate about the consequences of these structural
distortions and their origins [7–9] was started in the 1990s,
and some authors considered them as crucial to redox
potential tuning. When the distance of the Cu-fourth
residue (Met or Gln) is elongated, an increment in redox
potential is observed [4]. It has been hypothesized, and
theoretically supported [10–12], that the three remaining
residues in T1 Cu remain almost unchanged.

On the other hand, it was observed that laccases where
methionine was substituted by hydrophobic residues such as
Phe or Leu, which are unable to act as fourth ligands, exhibit
the highest redox potentials (regulation due to the decrease in
coordination number) [3]. Thus, the combination of a low
coordination number and further distortions on the three-
coordinated T1-Cu sites presents itself as an attractive
strategy to raise redox potentials.

Two minima, very close in energy, were found from
density functional theory (DFT) calculations on simplified
models of the fourth-coordinated T1 Cu site when the
potential energy surface was analyzed [11], and were
correlated with an amyacin mutant [10] where two different
colorations can be observed; the color changes from blue to
green when the protein is cooled below 200 K. Equilibrium
between the two minima, assisted by small distortions of
the protein, has been suggested and, depending on the
enzyme, one or another state is favored. This phenomenon
was rationalized in terms of the differences in the orbital
interaction of the Cu–SCys bond [4]. When the interaction is
dominated by a π-overlap, the protein color is blue,
whereas the color turns to green when the pseudo-σ overlap
controls the interaction. This classification of interactions
has been described previously [13]. Most of the proteins
exhibit both types of interactions, to some extent, depend-
ing on the orientation of the dx

2
–y

2 copper orbital with
regard to the residues of the first coordination sphere.
Particularly, in the case of Mycelioptora thermophila
laccase, the rotation of the orbital dx

2
–y

2, when some
mutations are made, promotes a change in color of the
active site from blue to green, presumably due to an
increase of the pseudo-σ interaction, with a concomitant
decrease in the π-overlap in the Cu–S bond [14].

Taking into account a model of a three-coordinated T1
Cu site (corresponding to laccases with the highest redox

potentials), and using the DFT framework, systematic
modifications of geometrical parameters (distances and
angles) on the coordination sphere of the active site were
carried out in the present study, in order to simulate
possible distortions that might result in higher redox
potentials. The effect of these geometrical distortions on
the electron affinity (directly related to redox potentials)
was evaluated, with special emphasis on two minima
characterized from the potential energy surface, linkable
to an equilibrium between two states of three-coordinated
copper sites.

Methods

Validation

In order to start with a good quality description of the T1 Cu
site embedded in laccases, a prior validation of the theoretical
methods was made on three different copper models with
structural similarities to T1 Cu (see Geometric validation in
the supporting information). The crystallographic structures
of the chosen models available in the literature [15–17] were
taken as a reference for geometrical comparisons. Among the
functionals M05, BP86, B3LYP, and PBE0, available in the
DFT framework of the Jaguar 7.0 program [18], the hybrid
functional PBE0 [19, 20] produced the best results and
was selected for further calculations (maximum deviation
of 0.09 Å in the copper–ligand distances compared to
crystallographic distances).

The basis set, LACVP** [21, 22] with polarized
functions on all atoms was used. This is a 6-31G basis set
that takes into account effective core potentials (ECPs)
generated to replace the innermost core electrons for third-
row (K–Cu), incorporating in this way the relativistic
effects of heavy atoms.

Since the property under study is the redox potential,
the chosen functional (PBE0) was evaluated on three
copper complexes, mimics of the T1 Cu site (see Redox
validation in the supporting information), whose redox
potentials were reported in the literature [23, 24]. The
PBE0 functional gives redox potential values with an
average deviation of 150 mV (3.5 kcal) from experimental
data. These values are within the range of the DFT redox
calculation error [25].

T1 Cu model under study and methodology

One of the laccases with higher redox potentials is that
from Trametes versicolor [3, 26]; the crystal structure of
T. versicolor laccase deposited in the Protein Data Bank
(PDB ID: 1GYC). The T1 Cu of T. versicolor laccase is
surrounded by two histidine and one cysteine residues. In
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order to systematically explore the effect of geometrical
distortions (in distances and angles) on the electron
affinity of the T1 Cu site, a reduced model of T. versicolor
laccase was chosen, including two methylimidazole groups
and one methylthiolate, all directly coordinated to Cu (II)
(Fig. 1).

Full geometry optimization of the T1 Cu model (Cu (II),
multiplicity 2) was carried out at PBE0/LACVP** level
(within unrestricted formalism), and the structural deviation of
the active site with regard to the complete crystallographic
structure was evaluated (see Results and discussion). The full
optimized T1 Cu model was used as reference for further
calculations.

From the fully optimized structures of T1 Cu (Cu (II),
multiplicity 2), distances A, B, and C, angles α, δ, and
dihedrals θ and ω were systematically modified, fixing
each one in turn and optimizing the rest of the molecule,
obtaining total energies for each specific modification. To
calculate the electron affinities, total energies of Cu (I)
counterparts were obtained by single point calculations of
each structure with the corresponding modification.

Since the geometrical restrictions proposed here do not
allow a complete relaxation of the structures, the electron
affinities are vertical ones. Taking into account the
thermodynamic cycle of Fig. 2 [27] and the equations
shown below, the redox potentials were estimated from
vertical calculations of electron affinities. The reduction
properties of the Cu (II) open-shell system under the
unrestricted formalism are related to an unoccupied
molecular orbital (labeled as β-LUMO) that was used for
a qualitative description of orbitals rearrangement.

The global ΔG in solution (ΔGred-solv
0(IV)) can be

expressed as follows:

ΔG0
red�solv IVð Þ¼ΔG0

red Ið Þ þΔG0
solv IIIð Þ �ΔG0

solv IIð Þ ð1Þ
Once the free energy change in solution is defined, the

absolute redox potential E0 can be determined as:

E0 ¼ �ΔG0
red Ið Þ=nF�ΔG0

solv IIIð Þ=nFþΔG0
solv IIð Þ=nF ð2Þ

Where n is the number of transferred electrons and F is the
Faraday constant.

The redox potential might be defined through the
electron affinity in gas phase by separation of terms,
[ΔGred

0(I)] and the difference in solvation energies of the
involved species [ΔGsolv

0(II)−ΔGsolv
0(III)]; thus, from the

thermodynamic cycle, the electron affinity of T1 Cu (II)(g)
+

is calculated as the energy of T1 Cu (II)(g)
+ minus the

energy of T1 Cu (I)(g), both in gas phase. The ΔGred
0(I)

value is estimated as the energy difference between T1 Cu
(I)(g) and T1 Cu (II)(g)

+; therefore the electron affinity of T1
Cu (II)(g)

+ is equal to −ΔGred
0(I). In this way, it is possible

to establish a tendency in redox potentials through electron
affinity only.

In the particular case of multicopper oxidases, there is a
very small geometric reorganization of the T1 Cu site upon
reduction to Cu (I) [28], according to crystallographic studies.
Thus, strictly speaking, in the environment of the protein the
use ofΔE values in the thermodynamic cycle would be valid
(since almost no entropic contributions by reorganization are
involved). Even though this approximation holds in the
context of the protein and not in the small model of T1 Cu
site, it can still be applied if it is considered that the
geometrical distortions tested in the small model to enhance
the redox potential are meant to be projected into the protein
context. This approximation allows vertical electron affinities
to be related to redox potentials. Therefore, ΔG values were
replaced by ΔE values in the thermodynamic cycle.

Even though the most significant solvation energy is that
of protein solvation (which is considered as constant), it is
usually considered that the T1 Cu site is embedded in an
environment with a certain dielectric constant of about
8 [29] (mostly hydrophobic); therefore, calculations in
cyclohexane, tetrahydrofuran, and water were carried out

Fig. 1 T1 Cu model. Labels correspond to distances A, B, and C;
angles α and δ, and dihedral angles ω and θ

Fig. 2 Thermodynamic cycle
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for distorted structures of the Cu (I)/Cu (II) model under the
Poisson-Boltzmann solvation scheme [30, 31] and their
redox potential was calculated with the aim of evaluating
the possible effect of solvation on redox potential.

It has been pointed out that the solvation effects out of
the coordination sphere of active sites play an important
role in redox potential calculations. For most small
complexes in solution, a reliable description can be
obtained by means of solvation energy calculations using
a continuum model that leaves aside parameters such as
explicit charges, dipole moments and hydrogen bonds [32].
Some other approximations that include such parameters
are: (1) QM/MM (quantum mechanics/ molecular mechan-
ics) calculations, which explicitly take into account charges
and hydrogen bonds from the protein at lower level of

theory [33]; and (2) PDLD (protein dipoles langevin
dipoles), considering dipole moments and charges [34].
Beyond the method chosen, the important issue is to be
aware of the limitations of every model and the conclusions
that can be drawn.

Results and discussion

After full optimization of the T1 Cu model chosen in the
present study, distances Cu–S, Cu–NHis(ImA), and Cu–NHis(ImB)

(Fig. 1) are generally longer than crystallographic ones, but
differing only by 0.011, 0.032, and 0.012 Å, respectively.
According to these results, the protein environment apparently
does not exert a significant strain on the T1 Cu site.

Fig. 3 Systematic modification
of distances A (dA), B (dB), and
C (dC). dABC corresponds to the
synchronized modification of
these three distances. The zero
value in the x-axis corresponds
to the distances of the fully
optimized structure. a Relative
energies versus distorted
distances. b Vertical electron
affinities versus distorted
distances
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Systematic tension in bond distances

Distances A, B, and C (Fig. 3) were individually modified
(shortened and increased ) from −0.2 to 0.4 Å in increments
of 0.1 Å. Optimization of the structures with the
corresponding fixed distance were carried out and the
relative energies of the complexes, as well as their vertical
electron affinities (values in mV and referenced to NHE),
were computed. Another series in which distances A, B,
and C were synchronically modified was also generated,
computing both relative energies and vertical electron
affinities.

It can be seen from Fig. 3 that any tension resulting in a
contraction of the distances would imply destabilization in
the energy of the complex and a decrease of electron
affinities.

When distances A and B (involving imidazole rings) are
increased, the electron affinities also increase progressively
and, even though the complex loses stability, it does so to a
moderate extent. Modification of the Cu–S distance (C)
resulted in a marginal increment of electron affinity, and the

synchronized movement of distances (dABC) produced the
highest destabilization of the complex. However, separation
of the ligands from copper, which emulates the scenario
where a decrease of coordination number might occur,
produces an important increment of the electron affinity.
Thus, considering both effects, those tensions that increase
the Cu–ligand distances might produce only a modest
increment of redox potentials.

The energy of the redox active molecular orbital, labeled as
β-LUMO, follows the same tendency as the vertical affinities
(as shown in Fig. 4), since both parameters are related
directly to the redox potentials of the T1 Cu site model;
therefore, changes on this molecular orbital can be used to
describe redox potential variations. This pattern was also
observed in all the geometrical distortions discussed here.

Systematic distortions in angles

Next, the angles α (N–Cu–N) and δ (N–Cu–S) were
independently modified from 90 to 180°, in increments of 10°
and the structures were optimized with the corresponding fixed

Fig. 4 Vertical electron affinities and β-LUMO energies during systematic modification of distances. a A, dA; b B, dB; c C, dC; and d the
synchronized distances A, B, and C. The zero value in the x-axis corresponds to the distances of the fully optimized structure
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angle. The angles α=104° and δ=126° match with the
crystallographic structure and were also considered (see Fig. 5).

As observed, the modification of angles gives rise to a
very different energy pattern since additional effects, such
as electronic repulsion and steric hindrance, are now
involved. From the modification of angle δ, the minimum
energy of the complex in the curve corresponds to the
crystallographic structure. Throughout the modifications,
only a small increment in the vertical electron affinity (less
than 40 mV) is observed, whereas the modification of angle
α produces an increment of around 120 mV, with similar
complex destabilization. An increase in the angle α from
140° to 180° prevents the π interaction between copper and
sulfur by steric hindrance. This effect acts in favor of the
anti-bonding β-LUMO stabilization at angles of 140° and
150°, where the participation of only one of the imidazole
rings via the nitrogen, and the thiolate group via a pseudo-σ

overlap is observed. This effect changes from 160° to 180°
where the above scenario remains but, in addition, the
overlap of the second imidazole increases, destabilizing the
β-LUMO (Fig. 6).

So far a single modification of the Cu–N distance
provides the best compromise between destabilization of
the complex and the increment of the vertical electron
affinity.

Systematic distortions in dihedral angles

The two planes involved in the dihedral angle S–Cu–NImA–
CImA (θ) were defined by NImA–NImB–S–Cu atoms (first
plane) and the atoms of imidazole A (second plane); see
Fig. 1. Once the planes were defined, the dihedral θ was
modified from 0 to 350° in increments of 10°. In this case,
as imidazole A was rotating, imidazole B compensated for

Fig. 5 Systematic modification
of angles α (NImA–Cu–NImB)
and δ (S–Cu–NImA). a Relative
energies versus distorted angles.
b Vertical electron affinities
versus distorted angles
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this rotation (see Fig. 7). Hence, this rotation causes a
cancellation of any possible electronic rearrangement.

When the relative energies and vertical electron affinities
are plotted, one can see small changes in both destabilization
energy and vertical electron affinity, with a periodic behavior
of both graphs (Fig. 8).

The leading role of the Cu–S interaction in the modulation
of the T1 Cu redox potential has been recognized to be as a
major contributor to the stabilization of the oxidized site of
blue proteins [35]. To evaluate the effect of modification of
the dihedral angle involving this interaction, the Cmethylthiolate–
S–Cu–NImA dihedral angle (ω in Fig. 1) was rotated from 0°
to 270° in increments of 10°, around the plane formed by the
NImA–NImB–S–Cu atoms. The relative energy of the complex
and the vertical electron affinity patterns are shown in Fig. 9.
It can be seen from the graph that the best trade-off between
the increment of vertical electron affinity and complex
destabilization is achieved with this distortion.

There is a minimum in the energy of the complex at 0° (or
180°) that is related to a change in the imidazole ring
conformations. A small increment from 0° to 10° in ω

produces a change of more than 40° in the angle NImA–Cu–
NImB. This result is rationalized below in terms of molecular
orbitals.

The most significant increment in the vertical electron
affinity is observed in conformations with ω=10°
and −10°, which would correspond to a theoretical
increment in redox potential of 390 mV. It is important to
mention that other kinds of modification, like the presence
or absence of a fourth ligand, would modify the redox
potential only by 80–120 mV [4].

To explain the singular pattern of the vertical electron
affinity as the dihedral angle ω is modified, the changes in
the β-LUMO were represented by three key conformations
selected from Fig. 9: ω=0°, 20°, and 90° (Fig. 10).

Starting with the structure where ω=90°, it is observed
that the dx

2
−y

2 orbital of copper, one p orbital of sulfur, and
two σ-lobes from the imidazole rings contribute to
β-LUMO. When the dihedral ω is modified, the p orbital
of sulfur is rotated around the Cu–S axis (see Fig. 10,
lateral view, 20° configuration). The copper dx

2
−y

2 orbital
follows the movement of the p orbital of sulfur to maximize
the overlap between them, sacrificing the interaction
between copper and the imidazole rings. The smaller
overlap results in greater stability of β-LUMO and, as the
dihedral ω is rotated, the β-LUMO is stabilized due to a
smaller interaction with orbitals from the imidazole rings.

For ω=20°, the dx
2
−y

2 orbital from copper is out of
plane by 30°, diminishing all σ interactions (Fig. 10). When
the rotation is 0°, there is a notable change in the orbital
disposition; the orbital dx

2
-y
2 does not contribute to

β-LUMO and instead the dxy orbital of copper does; this
result can be interpreted also as a 45° rotation of the dx

2
−y

2

orbital around the z axis. This conformation allows the
imidazole rings to interact with distal lobes of the d orbital
of copper. Finally, the original p orbital of sulfur remains
perpendicular to the plane of ligands due to the change in
orientation, leaving the other p orbital of sulfur to interact
by a single lobe with copper. This conformational change
with its concomitant electronic rearrangement explains the

Fig. 6 Graphical representation
of β-LUMO. Left Angle α=
140° right angle α=180°

Fig. 7 Superposition of structures generated by rotation of the
dihedral angle θ
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abrupt change in energy of both the complex and the
β-LUMO.

Along the modification of the dihedral angle ω, two
minima are generated, one in ω=90° (minimum 1) and the
other in ω=0° (minimum 2). These conformations were
fully optimized, and frequency calculations were carried out
to verify the order of each saddle point. After optimization,
the dihedral ω remains almost the same (95.3° and 0°,
respectively). An energy difference of 1.7 kcal mol−1

between them was found, being more stable the
minimum 1. The minimum 1 conformation virtually
coincides with many of the crystallographic structures of
high potential laccases with three-coordinated T1 Cu sites.
The transition state between these minima was calculated as
an energy barrier of 4.6 kcal. According to a Boltzmann
distribution calculation, 6% of the T1 Cu site exists in state
2 at room temperature; however, the protein seems to

restrict the T1 Cu site to constantly adopt the conformation
of minimum 1 over minimum 2. This is supported by the
fact that no significant pseudo-σ interaction has been
identified spectroscopically in high redox potential laccases
[4], suggesting that the proteins might exert restrictions
over the T1 Cu site, and that these restrictions coincide with
the minimum 1.

It is important to establish that the β-LUMO in
minimum 1 possesses a π-character in the Cu–S interaction,
whereas in minimum 2 a pseudo-σ character prevails.

These interactions define the spectroscopic properties of
the complexes. Earlier experimental studies attributed the
T1 Cu site color change to an adjustment in the Cu–S
interaction through the presence of a fourth ligand.
According to the results obtained in the present study, the
same color change can occur in the absence of a fourth
ligand (see Supporting information).

Fig. 8 Systematic modification
of dihedral angle θ (S–Cu–
NImA–CImA). a Relative energies
versus distorted dihedral angle,
b vertical electron affinities
versus distorted dihedral angle
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Solvation effects during systematic distortions

To evaluate the solvation effect on the redox potential of the
T1 Cu site during systematic distortions, the modification of
the dihedral angleω (from 0° to 90°) was considered in three
different solvents (cyclohexane, tetrahydrofuran, and water),
following the thermodynamic cycle from Fig. 2. Redox
potential values were estimated and are shown in Fig. 11.

It can be seen from Fig. 11 that, even though the net
values of redox potential change depend on the dielectric
constant of each solvent, the tendency remains almost the
same. The dielectric constant inside the protein is about
8 [28], which is closer to the dielectric constant of
cyclohexane (7.6). Thus, according to these results, it can
be concluded that the solvation energy has little influence

on any of the tendencies observed when geometric
distortions are made.

Conclusions

A model of three-coordinated T1 Cu site from T. versicolor
was used to carry out geometric distortions in a systematic
fashion to evaluate their effect on redox potential modula-
tion. Distortions in the Cu–N distance produced only a
modest tuning of redox potential.

The best approach to increase redox potential was by
distortion of the dihedral angle ω, rationalized as a
decrease in the overlap of imidazole orbitals in the redox-
active molecular orbital (β-LUMO).

Fig. 9 Systematic modification
of Cmethylthiolate–S–Cu–NImA

dihedral angle ω. a Relative
energies versus distorted
dihedral angle, b vertical
electron affinities versus
distorted dihedral angle
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Another important result was the characterization of two
minima, and the transition state between them for the first
coordination sphere of T1 Cu site. According to the energy
barrier between these two structures, they might be in
equilibrium at room temperature in the absence of external
restrictions (protein tensions). Hence, it is proposed that the
laccase of T. versicolor restricts the T1 Cu site to adopt just
the minimum 1 state.

The two minima described above can be distinguished
clearly in terms of molecular orbitals. For minimum 1, the
Cu–S interaction can be described as predominantly π in
nature, whereas the minimum 2 is better described as a
pseudo-σ interaction.

It was shown that the T1 Cu site redox potential during
distortions follows the same pattern either in vacuum or in
solution.

Fig. 11 Redox potential values
of the T1 Cu model during the
dihedral angle (ω) distortion
in three different solvents
(water, tetrahydrofuran and
cyclohexane)

Fig. 10 β-LUMO representation in conformation with ω=0°, 20°, and 90°. Top Lateral view, bottom upper view
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Abstract Cytidine Deaminase (CD) is an evolutionarily
conserved enzyme that participates in the pyrimidine
salvage pathway recycling cytidine and deoxycytidine into
uridine and deoxyuridine, respectively. Here, our goal is to
apply computational techniques in the pursuit of potential
inhibitors of Mycobacterium tuberculosis CD (MtCDA)
enzyme activity. Molecular docking simulation was applied
to find the possible hit compounds. Molecular dynamics
simulations were also carried out to investigate the
physically relevant motions involved in the protein-ligand
recognition process, aiming at providing estimates for free
energy of binding. The proposed approach was capable of

identifying a potential inhibitor, which was experimentally
confirmed by IC50 evaluation. Our findings open up the
possibility to extend this protocol to different databases in
order to find new potential inhibitors for promising targets
based on a rational drug design process.

Keywords Free energy of binding . IC50 determination .

Molecular docking simulation .Molecular dynamics
simulation

Introduction

Mycobacterium tuberculosis (Mt), the causative agent of
tuberculosis (TB), is one of the main causes of human death
due to a single infectious agent. According to the World
Health Organization (WHO) approximately two billion
people (one third of the world population) are infected
with Mt, and, based on the last WHO report, there was an
estimation of 9.27 million new TB cases in 2007 [1–4]. TB
is considered a neglected disease, as the majority of the
cases are reported in emergent countries. However, since
the 1980s, TB has returned to Europe and to the United
States of America. The resurgence of TB in developed
countries has been tightly related to the emergence of co-
infection with the Human Immunodeficiency Virus (HIV/
AIDS) [5]. Thereby, the TB/HIV synergism has become a
challenge for pharmaceutical companies.

New anti-TB drugs should, ideally, present the following
characteristics: lower toxicity, decrease the length of the
treatment thereby improving patients’ compliance, and be
effective against the latent form of Mt allowing prevention
of reactivation of the disease. These criteria have been used
in structural bioinformatics approaches, mainly when the
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aim is to find potential compounds that have activity
against specific protein targets.

In order to find novel targets to pursuit new inhibitors
against Mt, the pyrimidine metabolism appears to be an
interesting alternative. Pyrimidine nucleotides have a
pivotal role in many cellular functions, such as DNA
replication and RNA transcription. These functions are
regulated by the two major routes, the de novo and the
salvage pathway [6]. The de novo pathway of pyrimidine
biosynthesis is composed of six enzymes, responsible for
the conversion of glutamine, by a series of steps, into
uridine-5’-monophosphate (UMP). This set of reactions is
characterized by a demand of higher amounts of energy
when compared to the salvage pathway. On the other hand,
the pyrimidine salvage pathway allows organisms to make
use of exogenous pyrimidine bases and nucleosides that are
not intermediates in the de novo pyrimidine synthesis [7–10].
One of the key enzymes in the pyrimidine salvage pathway
is the Cytidine Deaminase (CD). CD is an evolutionarily
conserved enzyme that participates in the recycling of
cytidine and deoxycytidine into uridine and deoxyuridine,
respectively (Fig. 1). The deamination reaction is coordinated
by a zinc atom, which activates a water/hydroxide molecule
in the initial hydrolytic attack on the C4 of the substrate. The
MtCDA in the free form, was previously described as a
homotetramer [11], as in Bacillus subtilis. Sang Chung and
collaborators observed that, for a proper recognition of the
inhibitor, the human CDA homologue’s active site is made
up of residues from three or four subunits [12]. Accordingly,
detailed analysis of the enzyme quaternary structure is
pivotal to rational-based drug design.

In the present work, our goal was to apply computational
techniques in the pursuit of potential inhibitors of MtCDA
enzyme activity. Molecular docking simulation was
employed to both find hit compounds and to rank the best
fit of the ligands. Molecular dynamics (MD) simulations were

performed in two steps: First, to verify the stability of the
quaternary structure previously published [11], comparing it
with the structure generated by the symmetry operators.
Second, extract physically relevant motions that are essential
and presumably meaningful for the protein-ligands recogni-
tion processes in the binding pocket, using principal
component analysis (PCA). We have also calculated the free
energy of binding to correlate in silico and in vitro results.

Materials and methods

Validation of the molecular docking simulation approach

Molecular docking simulation was performed to find
potential inhibitors of MtCDA enzyme activity. Prior to
this, however, the search algorithm and the scoring
function, implemented in the AutoDock 4.0.2, were tested
in order to confirm that this program is capable of ranking
the best potential inhibitors. Initially, a redocking was
carried out with the structure 3LQP (PDB access code)
aiming at verifying whether the program could reproduce
the ligand location found in the crystallographic structure.
Then, we tested the ability of the program to identify,
qualitatively, the best inhibitors previously described [12–
14]. Considering that there is no inhibitor described for
MtCDA, we used the human CDA (PDB access code:
1MQ0) [12]. Table 1 presents the result for the qualitative
validation of the human CDA based on the free energy of
binding calculated with the AutoDock 4.0.2 and the
constants determined in vitro.

Database construction

The database consists of 91 compounds, where 84
molecules are analogs of the substrates, cytidine and

Fig. 1 MtCDA chemical
reaction
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deoxycytidine. Among these analogs, 49 were obtained
from Pubchem, 25 from DrugBank [15], and 10 from ZINC
[16] databases. Tanimoto coefficient cuttof of 90% was
used to search the analogs. The other seven compounds
were constructed based on modifications of the substrates
and products, where the amine and hydroxyl groups were
substituted by methyl, and sulfur, and the pentose ring was
modified for an aliphatic chain.

Molecular docking simulation

The flexible docking simulations were performed using PyrX-
0.5, where the AutoDock 4.0.2 is implemented. TheAutoDock
software uses an empirical scoring function based on the free
energy of binding. Among the stochastic search algorithms
offered by the AutoDock suite, we chose the Lamarckian
genetic algorithm (LGA) that is a hybrid approach [17], which
combines genetic algorithm (as global search) [18] and Solis
and West algorithm (as local search) [19].

TheMtCDA structure used for the simulations was 3LQP
(PDB access code). A grid box was created with 36×31×38
points and a resolution of 0.375Å in order to include solely
the protein’s active site, aiming to reduce the computational
cost. The molecular docking process was carried out with
100 independent runs for each docking simulation, an initial
population of 150, a maximum number of 500,000 energy
evaluation, and a maximum number of 27,000 generations.
Mutation and crossover were applied to the population at
rates 0.02 and 0.80, respectively.

Molecular dynamics simulations

All MD simulations were carried out using the GROMACS
4.0.5 package [20] with the 53a6 GROMOS force field. We
performed MD simulations for the enzyme in the free form
(PDB access code: 3IJF), with the products (uridine and
deoxyuridine - PDB access code: 3LQP and 3LQT,
respectively), and the ten best results obtained from the
molecular docking simulations, in order to investigate the
dynamic nature of the interactions between the protein-
ligand complexes, and water molecules.

The MD simulations were carried out using the particle
mesh Ewald method [21] for the electrostatic interactions.
The van der Walls and Coulomb cutoff were 14Å and 10Å,
respectively. The integration time step was 2.0 fs, with the
neighbor list being updated every ten steps by using the
grid option and a cutoff distance of 12Å. The simple point
charge extended (SPC/E) [22] water model was used.
Periodic boundary condition has been used with constant
number of particles, pressure, and temperature (NPT) in the
system. The V-rescale thermostat was applied using a
coupling time of 0.1 ps to maintain the systems at a
constant temperature of 298.15 K. The Berendsen barostat
was used to maintain the systems at a pressure of 1 bar, and
values of the isothermal compressibility were set to 4.5×10-
5 bar-1 for water simulations. The temperature of the
systems were increased from 50 to 300 K in five steps
(50–100, 100–150, 150–200, 200–250, and 250–300 K),
and the velocities at each step were reassigned according
to the Maxwell-Boltzmann distribution at that tempera-
ture and equilibrated for 10 ps, except for the last part of
the thermalization phase, which was of 40 ps. The
systems were submitted to a steepest descent followed by
conjugated gradient energy minimizations up to a
tolerance of 1000 kJ mol-1. An MD simulation with
position restraints was carried for a period of 20 ps in
order to allow the accommodation of the water molecules
in the system. Finally, 10 ns MD simulations were
performed to all systems. The topologies files and other
force field parameters, except the charges of ligands, were
generated using the PRODRG program [23]. The partial
atomic charges to the ligands were calculated using the
Gaussian03 package [24], being submitted to single-point
ab initio calculations at DFT/B3LYP/6-311 G (2d, p) level
in order to obtain ESP charges.

Principal component analysis

Essential dynamics (ED), also known as PCA, is an
interesting method for the identification of the main
conformational changes, which often have importance in
biological process for a protein during MD simulation.
The ED analysis is a technique that reduces the
complexity of the data and extracts the concerted motion
in simulations that are essentially correlated and presum-
ably meaningful for biological function [25]. In the ED
analysis, a variance/covariance matrix was constructed
from the trajectories after removal of the rotational and
translational movements. A set of eigenvectors and
eigenvalues was identified by diagonalizing the matrix.
The eigenvalues represented the amplitude of the eigen-
vectors along the multidimensional space, and the dis-
placement of atoms along each eigenvector showed the
concerted motions of protein along each direction. An

Table 1 The result for the qualitative validation of the human CDA
based on the free energy of binding calculated with the AutoDock
4.0.2 and the constants determined in vitro

Inhibitor Ki(mM) *ΔGexp ΔGcalc

Diazepinone 2.5×10-8 -10.78 -6.41

Tetrahyuridine 9.5×10-7 -8.54 -5.81

Zebularine 6.7×10-6 -7.34 -5.79

CMP 0.39×10-3 -4.83 -5.15

*ΔG = R x T x lnKi
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assumption of ED analysis is that the correlated motions
for the function of the protein are described by eigenvec-
tors with large eigenvalues. The movements of protein in
the essential subspace were identified by projecting the
Cartesian trajectory coordinates along the most important
eigenvectors from the analysis.

Free energy of binding calculation and determination
of the α and β coefficients

The linear interaction energy approximation (LIE) method
[26] was employed to calculate the free energy of binding
to all protein-ligand complexes. The LIE method is a
semiempirical approach that combines advantages of free
energy perturbation (FEP) and thermodynamics integration
(TI) in order to obtain the free energy of binding. Often,
two MD simulations are required to calculate the free
energy of binding with the LIE method: one for the free
ligand in solution and another for the protein-ligand in
solution. The LIE equation is as follows:

ΔGbind � aΔ VvdW
l�s

� �þ bΔ Vel
l�s

� �þ g; ð1Þ

where hi denotes MD averages of the non-bonded van
der Walls (vdW) and electrostatic (el) interactions
between the ligand and its surrounding environment
(l-s). The α and β values are coefficients that represent
nonpolar and polar contributions, respectively, and γ is a
constant term.

We performed four simulations for each protein-ligand
complex: two simulations with the partial atomic charges of
the ligand, as described above, and another two simulations
without charges to the ligands in order to obtain the long-
range electrostatic values. Before initiating the LIE calcu-
lations with the ten best docking results, we calibrated the
coefficients based on the structure of the human CDA (PDB
access code: 1MQ0) [12], which has inhibitory constants
experimentally calculated for five different inhibitors. The
coefficients applied to the LIE calculations were α=0.59, β
=0.43, and γ=0, which obtained a correlation coefficient of
0.73 between experimental and calculated values, and the
average to the estimated error was 13.29% or ±3kcal×
mol−1 (Table 2), similar to that considered in the AutoDock
[17].

IC50 determination

In vitro studies with the human CDA have shown that
tetrahydrouridine inhibits the enzyme-catalyzed chemical
reaction with a Ki value of 6.7 μM [27]. In the present
study, attempts have been made to investigate the level of
tetrahydrouridine inhibition of MtCDA enzyme activity in
vitro. The evaluation of IC50 value, concentration of
inhibitor required to effect 50 % reduction en enzyme
activity, is a good approach to assess relative inhibitor
potency. Thereby, tetrahydrouridine IC50 for MtCDA was
determined by measuring initial rates at fixed non-saturating
levels of cytidine (KM=1004 μM [11]) in either absence or
presence of tetrahydrouridine (0–1400 μM) in the reaction
mixture, being the maximal reaction rate condition deter-
mined in the absence of inhibitor. It should be pointed that
each individual initial rate datum was the average of
duplicate or triplicate measurements. The IC50 value,
obtained by fitting the data to the appropriate equation
(Eq. 2) using SigmaPlot 2004 (Systat Software, Inc.), defines
the concentration of inhibitor required to half-saturate the
enzyme population; vi and vo are, respectively, the reaction
velocity in the presence and absence of inhibitor, and vi/vo
represents the fractional activity remaining at a given
inhibitor concentration (fraction of free enzyme) [28].

vi
vo

¼ 1

1þ I½ �
IC50

� � ð2Þ

Inhibitors Lennard-JonesvdW Coulombel ΔGbind ΔGbind Exp

Zebularine -22,972 -94,240 -8,954 -8,541

Dihydrouridine -35,051 -23,660 -6,377 -6,237

Fluorozebularine -30,946 -25,720 -5,923 -9,251

Diazepinone -60,552 -54,550 -11,846 -10,782

Tetrahydrouridine -40,392 -9,130 -6,249 -7,338

Table 2 The free energy of
binding calculated in silico
compared to experimentally
determined

*The ΔGbind values are repre-
sented in Kcal

Table 3 The minimum, mean, maximum, and standard deviation of
the RMSD and RG between structures A and B

Analysis Structure A Structure B

RMSD Min 0.001202 0.001248

Max 0.501063 1.18391

Mean 0.380708 0.605804

Stdev 0.0680289 0.236939

RG Min 2.12377 2.48344

Max 2.3302 3.15195

Mean 2.29459 2.80797

Stdev 0.024201 0.150226

*The values are represented in "nm"
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Results and discussion

Stability of the quaternary structure of the MtCDA

In the first work that elucidated the crystal structure of the
MtCDA [11], it was identified that the quaternary structure
was formed by two-fold rotational axes against atomic
coordinates of the content of the asymmetric unit. However,
alternative quaternary structure is also possible [11]. In
order to verify the stability of the structures in solution,
we analyzed the root mean square deviation (RMSD) and
the radius of gyration (RG) from both structures.
Structure A is the quaternary packaging previously
identified and structure B is the alternative one. Taking
into account the values observed for the RMSD and RG
of the structures present in Table 3 and Fig. 2, we can
suggest that structure A does not have a reasonable
stability in solution when compared to structure B.

Furthermore, analysis of the first eigenvectors represent
69% and 51.9% of the crucial motions during the MD
simulations to the structures A and B, respectively.
Thereby, the main motions of the structure A are
correlated with the dissociation of the quaternary struc-
ture, differently from that observed in the structure B
(Fig. 3). According to these results, we chose the structure
B as the most probable structural packaging for MtCDA. A
visual inspection of the homotetrameric CD from other
organisms corroborates with these results, as they present
the same quaternary structure found in the present MD
simulation. Considering the highest conserved interface
regions, which characterize the homotetrameric CD, the
residues Tyr24, Phe27, Tyr51, Cys59, Arg94, Gln95,
Leu119, and Phe123 were analyzed, which correspond to
the human CDA Phe36, Tyr60, Arg68, Arg103, Gln104,
Leu133, and Phe137 residues. These residues represent
the most important protein-protein interactions between

Fig. 2 Graphical representation
of RMSD and RG of each
MtCDA tetrameric structure
(a and b) as a function
of time

Fig. 3 Displacements of PCA
model of the structure a
(previously published) and b
(proposed structure)
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Table 4 The ten best molecules, which were obtained from molecular docking simulations

Lipinski's rule of five
Id Structure HBdonor HBacceptor MW LogP GΔ *

Compound 1 1 5 245,32 0,593 -6,2

Compound 2 4 8 260,25 0,394 -9,2

Compound 3 5 8 263,27 -4,98 -8,6

Compound 4 1 4 219,31 0,534 -8,8

Compound 5 1 5 220,29 0,309 -8,8

Compound 6 - 4 261,39 1,546 -6,6

Compound 7 4 8 246,22 -1,16 -8,1

Compound 8 4 7 264,3 -0,19 -8,1

Compound 9 5 8 248,24 -1,14 -7,7

Compound 
10

4 5 274,29 -1,3 -8,9

*The values are represented in kcal
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Table 5 The residues making interactions with each of the ten molecules, and the other five crystal structures interacting with their respective ligands

Ligands HB vdW Ligands HB vdW Ligands HB vdW

Comp_1 Val29(A) Comp_2 Val29(A) Comp_3 Val29(A)

Ser50(D) Phe27(A) Cys56(A) Ser50(A) Asn45(A)

Asn45(A) Tyr51(D) Glu47(A) Glu58(A) Thr54(A) Glu47(A)

Glu47(A) Gly52(D) Ser50(D) Pro88(A) Ala57(A) Tyr51(D)

Cys56(A) Ala57(A) Tyr51(D) Cys89(A) Glu58(A) Cys56(A)

Glu58(A) Ala57(A) Cys92(A) Phe123(B)

Cys89(A) Phe123(B)

Phe123(B)

Comp_4 Val29(A) Comp_5 Val29(A) Comp_6 Val29(A)

Asn45(A) Asn45(A) Glu47(A)

Cys56(A) Glu47(A) Cys56(A) Glu47(A) Asn45(A) Ser50(D)

Ala57(A) Ser50(D) Ala57(A) Ser50(D) Gly52(D) Thr54(A)

Tyr51(D) Tyr51(D) Zn Leu55(A)

Glu58(A) Glu58(A) Cys56(A)

Cys78(A) Cys78(A) Glu58(A)

Pro88(A) Pro88(A) Phe123(B)

Phe123(B) Phe123(B)

Comp_7 Ser25(A) Comp_8 Comp_9

Phe27(A) Val29(A) Ser25(A) Ser25(A)

Glu(47) Asn45(A) Phe27(A) Ser50(D) Phe27(A)

Ser50(A) Cys56(A) Glu47(A) Glu58(A) Val29(A)

Thr54(A) Phe123(B) Val49(A) Pro88(A) Asn45(A)

Fig. 4 The four best molecules
encountered by LGA. (a)
Compound 7, (b) Compound 2,
(c) Compound 5, and (d)
Compound 3
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Table 6 The main residues which are making interactions with each protein-ligand complexes during the simulation

Inhibitors Time Hydrogens bonds Hydrophobic contacts

Compound 1 1ns Val22 Glu58

Asn45 Phe27 Cys89

Glu47 Val29 Gly124(B)

Cys56 Leu125(B)

Ala57 Tyr51(D)

2ns Val22 Phe123(B)

Phe27 Gly124(B)

Asn45 Val29 Leu125(B)

Glu47 Cys56 Val49(D)

Ala57 Ser50(B)

Glu58 Tyr51(B)

Cys89

Compound 2 1ns Phe27

Ser25 Val29

Asn45 Glu47

Thr54 Cys56

Tyr51(D)

2ns Phe27

Ser25 Val29

Asn45 Cys56

Thr54 Leu86

Tyr51(D) Asp126(B)

Compound 3 1ns Glu47 Phe27 Tyr51(D)

Cys56 Pro88

Glu58 Cys92

Met87 Phe123(B)

Cys89 Ser50(D)

Table 5 (continued)

Ligands HB vdW Ligands HB vdW Ligands HB vdW

Leu55(A) Cys56(A) Phe123(B) Glu47(A)

Ala57(A) Cys89(A) Cys56(A)

Glu58(A) Zn Cys89(A)

Phe123(B)

1JTK 1ZAB 2FR5 Asn54(A)

Asn42(A) Asn54(A) Val38(A) Tyr60© Phe36(A)

Tyr48(A) Val26(D) Tyr60(C) Cys59(.C) Cys65(A) Val38(A)

Ala54(D) Cys53(D) Ala66(A) Glu67(A) Ala66(A) Cys59(.C)

Glu55(D) Phe125(B) Cys65(A) Phe137(B) Glu67(A) Phe137(B)

Cys86(D) Cys99(A)

Cys102(A)

2FR6 Asn54(A) 1MQ0 Asn54(A)

Cys65(A) Val38(A) Tyr60(B) Val38(A)

Ala66(A) Phe137(B) Cys65(A) Cys59(B)

Glu67(A) Ala66(A)

Ser97(A) Glu67(A)
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Table 6 (continued)

Inhibitors Time Hydrogens bonds Hydrophobic contacts

2ns Ser25

Phe27

Glu58 Val29

Leu86 Cys56

Arg91 Pro88

Cys92 Cys89

Phe123(B)

Compound 4 1ns Phe27 Thr54

Val29 Cys56

Asn45 Asp124(B)

Val46 Leu125(B)

Glu47 Tyr51(D)

2ns Ser25 Tyr51

Phe27 Thr54

Val29 Leu55

Val46 Leu125(B)

Glu47 Tyr51(D)

Compound 5 1ns Ser25 Leu125(B)

Asp124(B) Arg26 Leu128(B)

Tyr51(D) Phe27

Ala57

Phe123(B)

2ns Ser25

Asp126(B) Phe27

Tyr51(D) Ala57

Leu125(B)

Leu128(B)

Compound 6 1ns Ser25 Glu58 Leu125(B)

Phe27 Leu86 Ser50(D)

Ala57 Val29 Met87 Tyr51(D)

Glu47 Cys89

Cys56 Phe123(B)

2ns Val22 Ser25 Glu58 Leu125(B)

Phe27 Leu86 Cys92 Ser50(D)

Ala57 Val29 Met87 Tyr51(D) Gly127(B)

Glu47 Cys78

Cys56 Phe123(B)

Compound 7 1ns Phe27 Phe123(B)

Arg91 Val29 Gly127(B)

Val49(D) Glu47 Leu128(B)

Thr54

Cys56

2ns Ser25 Phe27 Gly127(B)

Cys56 Val29 Leu128(B)

Arg91 Glu47

Phe123(B) Thr54

Val49(D)

Compound 8 1ns Phe27 Leu86 Cys89 Ser50(D)

Ser25 Val29 Met87 Leu128(B)
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the subunits in order to maintain the quaternary structure.
Taking these into account, we observed that Arg68,
which is described as an important residue in the
catalytic event in the human CDA [30], compensating
the negative charges of the cysteines, corresponds to a
cysteine in the MtCDA. Nevertheless, analyzing the
MtCDA structure, it could be suggested that the residue
responsible for counterbalancing the charges of the
cysteines is Arg91, which is not conserved in the human
CDA, where it corresponds to Ala101.

Molecular docking simulation

MtCDA molecular docking simulation was carried out by
AutoDock 4.0.2, and all the docking parameters selected
are described above. Before the molecular docking process,
the partial atomic charges of the ligands were assigned

according to the Gasteiger-Hückel [29, 30] method imple-
mented in AutoDock. In order to obtain molecules that have
better binding affinities than the substrates and products, we
also perform the molecular docking simulation with the
substrates and products (cytidine, deoxycytidine, uridine,
and deoxyuridine). In this view, only the ligands that
presented the estimated free energy of binding 3kcal×mol−1

lower than substrates and products were considered as
potential inhibitors. Besides analysis of the free energy, all
91 compounds were subjected to visual inspection, consid-
ering the binding mode and their similarity with the
substrates and/or products. Taking into account these filters,
ten molecules that may have a potential activity as
inhibitors for MtCDA were selected. Table 4 presents these
molecules, which were ordered by the estimated free energy
with AutoDock. When analyzed the Lipinski’s rule of
five, all ten compounds were in agreement to the main

Table 6 (continued)

Inhibitors Time Hydrogens bonds Hydrophobic contacts

Asn45 Ala57 Cys78 Pro88

Glu58 Cys56 Phe123(B)

Tyr51(D) Leu125(B)

2ns Ser25 Ala57 Cys78 Pro88

Glu58 Phe27 Leu86

Cys87 Val29 Met87

Tyr51(D) Cys56 Phe123(B)

Leu125(B)

Compound 9 1ns Ser25 Phe27

Glu58 Val29 Cys56

Val49(D) Ala57 Leu86

Leu128(B)

Ser50(D)

2ns Ser25 Phe27

Ala57 Val29 Cys56

Cys78 Glu58

Ser50(D) Leu86

Tyr51(D)

Compound 10 1ns Val22 Phe27

Cys56 Val29 Val79

Cys78 Asp80 Ser84

Leu86 Val85

Tyr51(D) Phe123(B)

2ns Val22 Phe27

Cys56 Val29 Val79

Cys78 Ala57 Ser84

Asp80 Leu86 Phe123(B)

Tyr51(D) Leu124(B)
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criteria, such as hydrogen bonds, molecular weight, and
ClogP. Figure 4 presents the four best molecules encoun-
tered by LGA. Interestingly, all ten best molecules, plus
the substrates and/or products, presented five main
residues making important interactions (hydrophobic or
electrostatic): Glu47(A), Cys56(A), Glu58(A), Phe123(B),
and Tyr51(D). In addition, the majority of the compounds
were coordinated by the zinc ion, similarly to substrates
and/or products bound to the binding pocket. By
analyzing the distribution of the hydrogen bonds among
the hit compounds, we observed that the major contacts
are associated in the stability of the ribose moiety. On
the other hand, the pyrimidine moiety also presents
considerable hydrogen bond interactions, so its impor-
tance should not be neglected. Therewithal, the core
contribution to the stability of the ligands into the
binding cavity is driven by van der Walls interactions,
which mostly involve the residues of the adjacent
subunits, such as Phe123, Leu125, Asp126, Gly127,
and Leu128 of the monomer B, and Val49, Ser50, and
Tyr51 of the monomer D. Table 5 shows the main
residues which have interactions with each protein-ligand
complexes during the simulation.

The presence of the residues from another monomer that
can be observed in other tetrameric CDAs highlights the
importance of the right packaging in order to analyze
potential inhibitors. These finding was corroborated when
we analyzed other five crystal structures from Bacillus
Subtillis (1), Mus Musculus (3), and human (1) (PDB
access codes: 1JTK, 1ZAB, 2FR5, 2FR6, and 1MQ0,
respectively) [9, 31], which also presented the residues
from other monomers participating in the ligand stability
into the active site. Table 6 shows the residues that are
making interactions with each of the ten molecules, and the
other five crystal structures interacting with their respective
ligands.

Free energy of binding estimation

In this section, we analyzed the estimated free energy of
binding using the LIE method. As described above, 40
simulations were performed (four for each protein-ligand
complex) to obtain the Lennard-Jones (a) and Coulomb (b)
potentials in order to allow the ΔG of binding calculation.
The coefficients were calibrated taking into account five
human CDA inhibitors with inhibition constants previously
described. Prior to calibrating the LIE equation terms, we
investigated which kind of interaction was prevalent
between the protein-ligand complexes. Finally, the param-
eters adopted were α=0.59, β=0.43, and γ=0, as previ-
ously mentioned. Table 7 presents the hit compounds free
energy of binding. The lowest value was achieved by
compound 10 (−17.61kcal×mol-1) followed by compounds
8 (−16.2kcal×mol-1), 6 (−12.2kcal×mol-1), 7 (−10.88
kcal×mol-1), and 4 (10kcal×mol-1). Four of these five
compounds (10, 8, 6, and 7) present sulfur group replacing
amino or hydroxyl groups, commonly found in the
substrate or products, respectively. The zinc ion contribu-
tion could be highlighted, mainly by Coulomb interactions,
to the inhibitor accommodation into the binding cavity.

Fig. 6 Compound 9 binding cavity schematic drawing

Fig. 5 Inhibitory effect of compound 9

Table 7 The hit compounds free energy of binding calculated with
the LIE equation

Inhibitors Lennard-JonesvdW Coulombel ΔGbind (Kcal)

Compound 1 -52.71 19.10 -6.27

Compound 2 -52.70 -36.99 -9.67

Compound 3 -40.79 -53.39 -8.99

Compound 4 -55.28 -36.37 -10.00

Compound 5 -43.77 -21.49 -7.48

Compound 6 -59.80 -62.09 -12.20

Compound 7 -38.12 -90.82 -10.88

Compound 8 -48.86 -153.55 -16.20

Compound 9 -45.73 9.27 -5.89

Compound 10 -78.79 -107.11 -17.61
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Compound 4 shows only a hydrogen atom replacing the
amino or hydroxyl groups in the pyrimidine moiety, thereby
presenting an additional hydroxyl group, which could assist
the inhibitor binding mode. On the other hand, the IC50

determined for compound 9 (−5.89kcal×mol-1), a well-
established human CDA inhibitor, was 151.74 μM (∼ −5.2
kcal×mol-1) diverging only 0.7kcal×mol-1 from the value
obtained using the LIE equation, demonstrating that the
parameters applied into the molecular docking process are
capable of finding a potential inhibitor for MtCDA.

IC50 determination

An IC50 value of 151.74 μM was determined for compound
9, a hit compound obtained among several by the molecular
docking process (Fig. 5). Although this value might stand at
an unacceptable concentration for an ideal inhibitor, it
demonstrates a certain level of inhibition, which was not
observed for other compounds tested (data not shown) for
the same enzyme. Thereby, compound 9 might have the
potency improved by chemical derivatization guided by the
findings here presented. At any rate, compound 9 represents
a hit that, hopefully, could lead to a lead compound with
anti-TB activity.

Conclusions

The present study provides structural insight of the MtCDA
quaternary structure. Analysis between the region involved
in the catalytic event in human CDA (65CAERTA70) and
MtCDA (56CAECAV61) revealed that the arginine residue
found in human CDA, important to compensate the charges
in the binding cavity, corresponds to a cysteine in MtCDA.
Even so, it could be suggested that MtCDA Arg91,
corresponding to Ala101 in human CDA, is responsible
for counterbalancing the cysteine charges. The molecular
docking protocol was capable of identify hit compounds,
and suggests that most of them involve interactions among
adjacent subunits making clear the importance of van der
Walls interactions for ligand binding. Glu47(A), Cys56(A),
Glu58(A), Phe123(B), and Tyr51(D) were identified as a
core domain to suitably accommodate the ligands into the
binding cavity. The IC50 value determined for compound 9
(151.74 μM) (Fig. 6) was in agreement with the approach
used in the molecular docking process and with the
coefficients used in order to estimate the free energy of
binding. Furthermore, the coefficients (α, β, and γ) used in
view to estimate the free energy of binding through the MD
simulations gives promising results, diverging only 0.7
kcal×mol-1 from compound 9 IC50 value. Summarizing,
our findings open up the possibility to extend this protocol
(combining docking and molecular dynamics simulations)

to different databases in order to find new potential
inhibitors for promising targets based on a rational drug
design process.
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Abstract β-Lactamases are bacterial enzymes that act as a
bacterial defense system against β-lactam antibiotics.
β-Lactamase cleaves the β-lactam ring of the antibiotic
by a two step mechanism involving acylation and deacy-
lation steps. Although class C β-lactamases have been
investigated extensively, the details of their mechanism of
action are not well understood at the molecular level. In this
study, we investigated the mechanism of the acylation step
of class C β-lactamase using pKa calculations, molecular
dynamics (MD) simulations and quantum mechanical (QM)
calculations. Serine64 (Ser64) is an active site residue that
attacks the β-lactam ring. In this study, we considered three
possible scenarios for activation of the nucleophile Ser64,
where the activation base is (1) Tyrosine150 (Tyr150), (2)
Lysine67 (Lys67), or (3) substrate. From the pKa calcula-
tion, we found that Tyr150 and Lys67 are likely to remain
in their protonated states in the pre-covalent complex
between the enzyme and substrate, although their role as
activator would require them to be in the deprotonated
state. It was found that the carboxylate group of the
substrate remained close to Ser64 for most of the
simulation. The energy barrier for hydrogen abstraction
from Ser64 by the substrate was calculated quantum

mechanically using a large truncated model of the enzyme
active site and found to be close to the experimental energy
barrier, which suggests that the substrate can initiate the
acylation mechanism in class C β-lactamase.

Keywords β-lactamase . pKa calculation .MD simulation .

Quantum mechanical calculation . Enzymatic reaction
mechanism

Introduction

The production of β-lactamase enzymes is the primary
mechanism by which bacteria combat β-lactam antibiotics
such as penicillin and cephalosporin, giving rise to antibiotic
resistance—a rising healthcare problem. β-Lactam antibiotics
act as analogs of the substrates of penicillin-binding-proteins
(PBPs). PBPs catalyze the formation of cross-links between
the layers of peptidoglycan to form the bacterial cell wall.
β-Lactam antibiotics recognize and bind to PBPs covalently.
Since PBP cannot hydrolyze the covalently bound β-lactam
antibiotics, this leads to bacterial autolysis. β-Lactamase
enzymes inactivate β-lactam antibiotics by hydrolyzing the
β-lactam ring [1–9]. β-Lactamases have been classified into
four classes, A, B, C and D, according to their sequence.
Except class B, which is a zinc metallo-enzyme, all other
β-lactamases use serine as the nucleophile to cleave the
β-lactam ring. In terms of healthcare, the efficacy and
prevalence of class C is a major concern, as these are
prevalent in Gram-negative hospital-acquired pathogens.
They are able to catalyze third generation cephalosporins
and are not inhibited by common β-lactamase inhibitors
such as clavulanic acid. A major challenge for the scientific
community is to design better antibiotics that cannot be
cleaved by class C β-lactamase [10, 11]. This requires a very
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detailed understanding of the mechanism of action of the
enzyme at the molecular level.

There have been many studies of class C β-lactamases
using site directed mutagenesis, X-ray crystallography,
kinetic experiments and computer simulations [12–18].
The general mechanism of action of class-C β-lactamase
is similar to that of serine proteases. In the acylation step,
after nucleophilic attack from the enzyme, an acyl-enzyme
complex is formed. In the deacylation step, the catalytic
water reacts with the acyl-enzyme complex, leading to
release of the hydrolyzed product, thereby liberating the
free enzyme. The reaction is shown schematically in Fig. 1.
Structure A is the pre-covalent complex. Structure B is the
acyl-enzyme high-energy intermediate for acylation. Struc-
ture C is the acyl-enzyme complex. Structure D is the high-
energy intermediate for the deacylation step and, finally,
Structure E is the product. In the acylation step, for class C
β-lactamases, Serine64 (Ser64) is the nucleophile that
attacks the β-lactam ring. However, it is known that the
hydroxyl group of serine is not a sufficiently strong
nucleophile; therefore, it needs activation from other
neighboring amino acid(s), similar to the serine protease
mechanism. However, which amino acid(s) actually acti-
vates Ser64 is a matter of debate. Based on mutagenesis
experiments and X-ray crystal structures, two possibilities
must be considered: Tyrosine 150 (Tyr150) and Lysine 67
(Lys67). These residues could act individually or possibly
together [19]. There is also a proposal whereby the
substrate plays a role in activating Ser64 [20–22]. The
important active site residues along with the substrate are
shown in Fig. 2 and the possible acylation mechanisms are
shown in Fig. 3.

Site-directed mutagenesis experiments involving Tyr150
are so far inconclusive. Dubus et al. [15] reported that
Tyr150 shows a substantial loss of activity—as much as
10,000 fold—when studied with various substrates. How-
ever, in another study, Dubus et al. [16] showed that the
loss of activity is insignificant. One important point is that
Tyr150 must be in the deprotonated form to act as an
activator, as shown in Fig. 3. This has been investigated
both by 13C NMR experiments and pKa calculations [23,

24]. 13C NMR experiments indicated that Tyr150 essen-
tially remains in the protonated form in the free enzyme.
This contradicts the Wade groups’ pKa calculation, which
gave a pKa value of 8.4, suggesting the possibility of a
deprotonated form of Tyr150 [23].

In another proposal, Lys67, which is also close to Ser64,
has been suggested to act as the general base (Fig. 3: Scheme
II). Mutation of Lys67 to glutamine (K67Q) led to a large
decrease in activity [14]. A Lys67 to arginine (K67R)
mutation also reduced activity, probably by distorting the
active site, although the electrostatics may not change
significantly. Here again, Lys67 should exist as the neutral
form to act as a general base. In an interesting proposal, the
Shoichet group [25], based on their crystal structures,
suggested that the carboxylate group of β-lactam, which is
close to the OH group of Tyr150, can activate Tyr150 by
abstracting its proton, and Tyr150 in turn can activate Ser64
(Fig. 3: Scheme IIIA). In an extensive study, Goldberg et al.
[13] performed combinatorial scanning mutagenesis to
mutate 122 amino acids in class C β-lactamase to ascertain
the role of different amino acids as general bases. Their
observations indicate that it is difficult to pinpoint a single
amino acid as the general base; rather, a collection of
amino acids may contribute to make Ser64 a stronger
nucleophile.

Crystal structures of wild type and mutant β-lactamase,
in both apo and complex forms, have been solved [19, 20,
25, 26]. In a pioneering work, Shoichet et al. [25]
determined the structure of the Serine64 to glycine
(S64G) mutant along the reaction path. They solved the
structure of the pre-covalent complex for the first time
(Fig. 1: Structure A). They also solved the structure of the
acyl-enzyme complex, and the structure of the product form
(Fig. 1: Structures C, E). They noted that the substrate
undergoes a large conformational change during the course
of the reaction, suggesting the role of the substrate in each
step of the reaction. In a recent study, Shoichet et al. [12]
investigated the role of Lys67 in acylation and deacylation.
Their main conclusion was that a variety of mechanisms
may operate in the action of class C β-lactamases depend-
ing on the enzyme (wild type or mutant) and the substrate.

Fig. 1 Schematic reaction mechanism of serine β-lactamases.
Reaction proceeds via a pre-covalent complex (Structure A), the
acyl-enzyme high-energy intermediate (Structure B), the acylated

enzyme (Structure C), the high energy deacylated intermediate
(Structure D), and the deacylated hydrolyzed product with the free
enzyme (Structure E)

482 J Mol Model (2012) 18:481–492



In a computational investigation of the acylation mech-
anism of class C β-lactamases, Diaz et al. [27] investigated
the stability of different protonation state combinations of
Tyr150, Lys67 and Lys315 by performing molecular
dynamics (MD) simulations and free energy calculations
using a hybrid semi-empirical quantummechanical/molecular
mechanical (QM/MM) energy function. Their observation
was that, for the apo enzyme, the free energy difference
between the state with neutral Lys67 and protonated Tyr150
and the state with protonated Lys67 and deprotonated Tyr150,

both with the charged state for Lys315, is very small. For the
substrate–enzyme complex, the most stable protonation state
combination has a neutral Lys67 and a protonated Tyr150.
The authors suggested that the role of Lys67 as a general base
is probable. In a nice review, Ferrer et al. [22] compared
substrate recognition by β-lactamases using different sub-
strates. They concluded that β-lactamases can differentiate
between different substrates such as cephalosporin and
penicillin, and that the reaction mechanism may differ based
on the substrate.

While the number of studies on class-C β-lactamases is
quite impressive, conflicting views on the reaction mech-
anism remain. In the current work, we focused on the
acylation step of the reaction mechanism by comprehensive
computer simulation, electrostatics calculation and quantum
mechanical calculation. We used crystal structures for the
apo enzyme [26] and the pre-covalent complex of
β-lactamase [25] with cephalothin (CLS) as the substrate.
We focused on the role of Lys67, Tyr150 and the substrate,
as well as the role of water molecules in the vicinity of the
catalytically relevant residues. In the electrostatics calcula-
tion, multiple site pKa calculations were performed to
include the effect of other titratable residues near the
active site. In molecular dynamics (MD) simulations, the
geometry of the active site with different combinations of
protonation states of Tyr150 and Lys67 was investigated.
In pKa calculations, for the apo enzyme, the results show
that the population of the protonated form is greater than
that of the deprotonated form for Tyr150 and Lys67,
although both can exist. And for the pre-covalent
complex, it was found that Tyr150 remained essentially

Fig. 2 Hydrogen bonding network in the active site of the enzyme,
with the distances (in Å) between key residues as in the pre-covalent
complex. Since the pre-covalent complex is a mutant of Serine64
(Ser64), the distance between Tyrosine 150 (Tyr150) and Ser64 is
given as its value in the apo enzyme structure 1KE4. Atoms: light blue
carbon, red oxygen, dark blue nitrogen, yellow sulfur
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in the protonated form and protonated state population
for Lys67 was found to be significantly higher than the
deprotonated form. These observations indicate that for
CLS as the substrate, Tyr150 and Lys67 alone cannot
activate Ser64. For almost 80% of the simulation time,
the CO2

− group of the substrate comes close to the Ser64-OH
group. The role of substrate-assisted activation was further
explored by quantum mechanical (QM) calculations to
estimate the energy barrier for hydrogen abstraction from
Ser64 by the substrate using a large truncated model
(more than 100 atoms) of the active site. The energy
barrier for hydrogen abstraction was found to be comparable
to the experimental energy barrier for the acylation reaction of
the class C beta-lactamase system. Results from pKa
calculations, MD simulations and QM calculations suggest
that abstraction of the hydrogen from Ser64 by the
substrate could be a viable mechanism to initiate the acylation
process.

Materials and methods

pKa calculations

pKa calculations were performed to determine the proton-
ation states of the key titratable residues in the active site of
β-lactamase, both in its apo form and in the pre-covalent
complex. For the apo enzyme, structures were taken from
Citrobacter freundii [28] and Escherichia coli [26] at 2.0
and 1.7Å resolution (PDB ID 1FR1 and 1KE4, respectively).
For the pre-covalent complex, we used a structure obtained
from E. coli at 1.53Å resolution [25], with substrate
cephalothin (CLS) (PDB ID 1KVL). This structure is a
mutant with Ser64 mutated to glycine. pKa calculation of the
mutant, as well of the wild type, was performed. In the wild
type structure, Ser64 was put in place of glycine with the
same side chain orientation as in the 1KE4 structure. pKa
calculations were also performed on selected snapshots from
the MD simulation of the pre-covalent complex (Gly64 was
replaced by Ser64 in the simulation). One additional
ultrahigh resolution structure, co-crystallized with boronic
acid at 1.07Å resolution [19] (PDB ID 2FFY), which has
positions of hydrogens, was also studied to check the
accuracy of our calculation.

All pKa calculations were carried out with the DELPHI
package with the protocol as described by Honig et al. [29].
The pKa value of a residue in a protein was calculated
relative to the experimentally determined pKa of a model
compound in aqueous solution. The model compound was
typically the amino acid with neutral blocking groups,
N-methyl (NME) for N-terminal and acetyl group (ACE)
for C-terminal. For the single site (residue) pKa calculation,
the free energy difference between the protonated and

deprotonated forms for the site in the protein with reference
to the same change in the model compound was used to
calculate the pKa of the site in the protein. For the multiple
site pKa calculation, the charge–charge interactions among
the titratable residues contribute to the pKa of a particular
site. For N-ionizable residues, the number of states possible
is 2N (since each site can have two states, neutral or
charged). The average charge of a site can be determined by
statistical mechanical averaging of the charge of that site
over all 2N states. For details, readers are referred to the
literature [29–31]. The five conserved titratable residues
(Lys67, Tyr150, Glu219, Glu272 and Lys315) located close
to Ser64 were considered in the multiple site pKa
calculation. To check the effect of other titratable residues,
we incorporated two more residues (Tyr112 and His314) in
test calculations. However, the results remained almost the
same after the addition of these two residues; therefore,
they were excluded from the remaining calculations.
Hydrogen atoms were added to the crystal structures using
the WHATIF software package [32]. The solvent accessible
surface (SAS) used to enclose the protein was defined as
the volume that could be swept out by a spherical probe of
radius 1.4Å. The region outside the SAS was considered as
the solvent. Dielectric constants were taken as 80 for the
solvent and 4, 10 and 20 for the protein. Amber charges
were assigned as the partial atomic charges on the protein
and the parse radii for the atomic radii [33, 34]. The
deprotonated Tyr and ligand charges were calculated using
the standard RESP procedure [35]. To derive the amber
charges for the deprotonated Tyr residue, a NME-Tyc-ACE
(Tyc referred to the anionic Tyrosine residue) tripeptide was
constructed. The RESP module was used to calculate the
partial charges derived from the electrostatic potential
calculated at HF/6-31 G* level of theory. RESP charges
were also derived for boronic acid in 2FFY and for the
substrate in 1KVL in the same manner.

Molecular dynamics simulations

Apo enzyme

MD simulations were started using chain A of the 1KE4
structure [26]. The Leap module of the AMBER program
package [36] was used to prepare the system for simulation.
The ff99SB force field [37] with TIP3P [38] water model
was used for the simulation. The crystal waters were
retained in the simulations. The ionizable residues were
set to their normal ionization state at pH 7, except Lys67
and Tyr150, whose protonation states in simulations I to IV
are shown in Table 1. The system was immersed in a water
box of size 85×77 x 78 Å3 containing more than 13,000
water molecules. The net positive charge on the system was
neutralized through the addition of chloride ions. Bonds
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involving hydrogen atoms were constrained to their
equilibrium position with the SHAKE algorithm.

The system was minimized in two phases. In the first
phase, the system was minimized giving restraints (30 kcal
mol−1 Å−2) to protein and crystallographic waters for 500
steps with subsequent second phase minimization of the
whole system. The system was then heated to 300 K over
25 ps with a 1 fs time step in NVT ensemble. The protein
atoms were restrained with a force constant of 30 kcal
mol−1 Å−2. Thereafter, the force constant was reduced by
10 kcal mol−1 Å−2 in each step to reach the unrestrained
structure in three steps of 10 ps each. The system was then
switched over to the NPT ensemble and equilibrated
without any restraints for 180 ps. The time step for MD
simulation for the production run was 2 fs. All four
trajectories were run for 10 ns. A non-bonded cutoff of
10Å was used. Constant temperature and pressure con-
ditions in the simulation were achieved by coupling the
system to the Berendsen’s thermostat and barostat [39].
Periodic boundary conditions were applied to simulate a
continuous system. To include the contributions of long-
range interactions, the particle-mesh-Ewald (PME) method
was used [40]. All MD simulations were carried out using
AMBER9 suite of programs. The initial 1 ns of each
simulation was discarded from the analysis.

MD simulations of bound form of protein with pre-covalent
substrate (cephalothin)

The protonation states of Lys67 and Tyr150 for two pre-
covalent simulations (V and VI) are shown in Table 1.
Cephalothin—the bicyclic system of cephalosporins—
exists in two conformations, C2-up and C2-down, as this
atom of the dihydrothiazine ring can flip between an up-
and a down-position with respect to the plane formed by the
other atoms of the ring, as shown in Fig. 4. CLS in 1KVL
has an extended C2-down conformation. Cephalothin was
modeled as a monoanion [41–43] with a charged carboxylic
acid attached at C4 of the β-lactam ring. Initial coordinates

of cephalothin were taken from the crystallographic structure
of S64G in complex with cephalothin (PDB ID 1KVL). The
atomic charges of CLS were computed using the RESP fitting
procedure at the HF/6-31 G* level (charges are given in
Supplementary Material). Other force field parameters were
taken from AMBER force field using the antechamber
program [44]. 1KVL is a S64G mutant structure; therefore,
the structure was mutated back to Ser64 using the LEAP
module of AMBER. For the complexed enzyme, simulation
V is the most important, since the pKa calculation indicates
that both Lys67 and Tyr150 are essentially protonated (see
Results and discussion). Simulation VI was performed to
check the difference from simulation V, as compared to the
same change in the apo enzyme. Both simulations V and VI
were run for 10 ns using the same equilibration protocol
used for the apo enzyme and the first 1 ns were excluded
from the analysis.

Quantum mechanical calculations

Estimation of the reaction barrier of an enzymatic reaction
is a major challenge for any computational technique. A
QM method must be used to describe the process of bond
breaking and forming. However, as QM calculations for the
whole enzyme are computationally extremely demanding,
this is usually done on a truncated model. The effect of the
rest of the system can be accounted for by representing the
rest of the protein by a classical potential or a dielectric
continuum. For β-lactamase, reaction barrier estimation is
quite challenging since the active site contains several
charged residues that affect residues outside the active site
region. The use of an extensive QM region is required for
accurate estimation of the reaction barrier. For the current
work, we chose a large truncated model of the enzyme and
used full QM calculation. The QM model is composed of
all atoms of the three most important residues, Ser64,

Fig. 4 Schematic view of the interactions between the active site
amino acids in class C β-lactamase and cephalothin (CLS)

Table 1 Protonation states of Lysine67 (Lys67) and Tyrosine150
(Tyr150) in molecular dynamics (MD) simulations. CLS Cephalothin
substrate

Lys67 Tyr150 CLS

Simulation I Charged Neutral NPa

Simulation II Neutral Neutral NP

Simulation III Charged Charged NP

Simulation IV Neutral Charged NP

Simulation V Charged Neutral Present

Simulation VI Neutral Neutral Present

a Not Present
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Lys67, Tyr150, plus the additional truncated side chain
atoms of some of the immediate, hydrogen-bonded resi-
dues, i.e., Asn152, Glu272 and Lys315, along with one
water molecule. The substrate CLS was taken without its
two side chains. The total number of atoms in the
calculations was 109. The model is shown in Fig. 5. The
truncated regions of the end groups of the critical residues
were saturated with linker hydrogen (H). Only the step
involving abstraction of the hydrogen from the OH group
of Ser64 by the substrate was considered in the current
work. Three different representative snapshots were con-
sidered in the calculation. The first (Structure I) is close to
the crystal structure obtained after minimization of the
structure. For the other two snapshots, the distances
between the key residues in the active site were determined
from the simulation. It was observed that, as the simulation
advances, the distances between CLS-COO .... HO-Tyr150
and Ser64-OH .... HO-Tyr150 changed significantly (dis-
tances are between the bold atoms). One snapshot (Struc-
ture II) was chosen in which these two distances are close
to that in the minimized structure, and the other snapshot
(Structure III) was chosen in which the distances mentioned
are far from the minimized structure distances (distances are
given in Supplementary material). Barrier calculation from
three snapshots should give a better idea of the closeness of
the calculated values to the experimental barrier than
calculation from one snapshot only. The reaction coordinate
(d1) considered for hydrogen abstraction by the substrate is
shown in Fig. 5. The structure was optimized as fixed
values of d1 at the RHF/6-31 G* level. During minimiza-
tion, backbone atoms of the residues were kept fixed. The
optimized geometry was then used for single point density
functional theory (DFT) calculations using the B3LYP
exchange correlation functional with 6-31+G** basis set.

All calculations were done with the GAMESS program
package [45]. Two issues regarding our calculation protocol
must be mentioned. The first is that whether there could be
alternate ways of truncating the protein. In the current
protocol, we have made the truncation at the peptide bond.
One can also truncate after the peptide bond. To check the
differences between these two truncation schemes, reaction
barrier calculations for the two truncation models were
performed for Structure II. It was found that the energy
barriers calculated by these two schemes are within 2 kcal
mol−1. This difference is less than the differences in barriers
calculated using three different snapshots (see Results and
discussion). This justifies the use of our truncation scheme
in the calculation. The two reaction profiles are shown in
the Supplementary material along with models of the two
truncation schemes. The second issue is the use of a
continuum model to take care of the rest of the protein.
Although this approach has been used by previous workers
[46], there are several issues with continuum models
especially when one is dealing with systems with several
charged sites [47] as is the case here. Moreover, the choice
of internal dielectric constant for the active site is very
subjective and is used more like a parameter rather than
from first principles. Hence, the effect of dielectric
continuum was not used in the barrier calculation in the
current work, which is based on first principles. However,
since the size of our truncated model is relatively large, the
effect of the rest of the system on the barrier height is
expected to be small.

Results and discussion

pKa calculation

Apo enzyme

Table 2 shows the results of the pKa calculations for the
two crystal structures considered for the apo form of the
enzyme with a protein internal dielectric constant 20. The
pKa values for the 1FR1 structure are found to be slightly
higher than that of the 1KE4 structure. pKa values of Lys67
and Tyr150 decrease as the internal dielectric constant
decreases. For Lys67, in the 1FR1 structure, the values
decrease by only a small margin (9.2 and 9.0 with protein
dielectric constants of 10 and 4, respectively). The effect is
larger for the 1KE4 structure, where the pKa is 8.7 and 8.3
with internal dielectric constants 10 and 4, respectively. For
Tyr150, the values become 9.3 and 9.0 (in 1FR1) and 8.7
and 8.4 (in 1KE4) with internal dielectric constants 10 and
4, respectively. Generally speaking, there is no consensus
on the internal dielectric constant to be used in pKa
calculations. However, for β-lactamases, previous studies

Fig. 5 Model of the enzyme used for quantum mechanical (QM)
calculation. Atoms marked with stars were frozen during QM
optimization
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reported values at high internal dielectric constants. The Wade
group [23] reported an internal dielectric constant of 78.5 for
class C β-lactamases. Oliva et al. [48] reported pKa results for
an internal dielectric constant of 20 for TEM-A β-lactamase.
The calculated pKa values should be compared with the pKa
values for isolated lysine and tyrosine (10.5 and 10.1,
respectively) to understand the protonation states of these
residues in the protein. It can be concluded that Lys315
should exist in the protonated form because of its high pKa
values, which remain essentially the same for different
dielectric constants (data not shown). For Lys67 and Tyr150,
both protonated and deprotonated states can exist together for
the pKa values obtained. However, the population of
protonated and deprotonated states depend on the crystal
structure taken and internal dielectric constant used.

Pre-covalent complex

The result for the pre-covalent complex for the crystal
structure (mutant S64G) is shown in the last column of the
upper part of Table 2. The results for the wild type (i.e.,
after replacing glycine by serine at position 64) are given in
the lower part of the Table. It can be seen that the pKa
values for Lys67 and Tyr150 (and of Lys315) are higher
than 12.0 in the mutant structure. However, it is more
important to determine the pKa values of the structure after
replacing glycine by serine. Table 2 shows that the pKa
values of Lys67 and Tyr150 are about 1 unit higher than in
the apo structures. Lys315 again has pKa values greater
than 11, suggesting its preference for the protonated form.
To understand the pKa values of Lys67 and Tyr150 further,
we removed the substrate from the pre-covalent structure of
the wild type and then calculated the pKa for this modeled
system (data not shown); we found lower pKa values
similar to those observed for the apo structures discussed

above. This means that the presence of the substrate
causes pKa values to increase. A closer inspection of the
structure reveals that the oxygens of the CO2

− group of
the substrate are close to Tyr150 and Lys67. The distance
between the oxygen of the CO2

− group closest to
Tyr150�Oh Lys67� �Nz

� �
is 3.2 (5.7) Å. This causes

the protonated states of these two residues to be more
favorable compared to the apo form. To check if the high
pKa results are specific for the pre-covalent crystal
structure, and if they are dependent on the orientation of
the Ser64 side chain, we investigated further the structures
obtained from MD simulation. During MD simulations,
the CO2

− group remained close to Lys67 and Tyr150. pKa
calculations of several representative structures obtained
from the MD simulation show high pKa values (between
10.3 to 12.1 at dielectric constant 20) for both Lys67 and
Tyr150, suggesting a preference for the protonated states
of these two residues. Investigation of both MD structures
and the crystal structure indicate the favorability of the
protonated states of Lys67 and Tyr150 in the pre-covalent
complex with CLS. It is known that pKa calculations can
be very sensitive to the parameters used and to the
structural details. To validate our calculations, one ultra-
high resolution crystal structure (PDB ID 2FFY) [19] of
class C β-lactamase was taken, where the positions of
hydrogens are given. In the 2FFY crystal structure, both
Lys67 and Tyr150 are protonated. In our calculation, the
pKa values obtained for Lys67 and Tyr150 are∼9.5 and∼
9.7 for a protein dielectric constant of 20. Here, pKa
values did not change much by changing the dielectric
constant of the protein. This indicates that Tyr150 is
essentially protonated as seen in the crystal structure. For
Lys67, the values are slightly lower than one would expect
for an unambiguously protonated state, although the
protonated population would be significantly greater than
the deprotonated population. We can conclude that,
although pKa calculations can be sensitive to calculation
details, our calculation protocol is giving sensible results
for Tyr150 and slightly lower values for Lys67. As the
calculated pKa values for Tyr150 in the pre-covalent
complex both from MD simulations and crystal structures
are above 10.0, it is highly likely that Tyr150 remains
essentially in its protonated form in the pre-complexed
state. For Lys67, it is also likely that it exists predomi-
nantly in the protonated form.

Molecular dynamics simulations

Stability of the trajectories

The stabilities of all six trajectories were monitored by
plotting the Ca root-mean-square-deviation (RMSD) values
(Fig. 6). It can be seen that all six trajectories have RMSDs

Table 2 pKa values of three residues in the active site of the apo
(PDB ID 1FR1 and 1KE4) and pre-covalent forms (PDB ID 1KVL) of
β-lactamase using the continuum electrostatics model with a protein
dielectric constant 20. pKa values for the critical residues in the pre-
covalent complex (after replacing glycine64 by serine) at different
protein dielectric constants are also shown

Crystal structure

Fixed protein dialectic constant (=20) 1FR1 1KE4 1KVL

Lys67 9.3 8.9 13.1

Tyr150 9.4 9.0 12.8

Lys315 11.6 10.5 12.3

Dielectric constant

Different protein dialectic constants: 4 10 20

Lys67 9.6 9.9 10.2

Tyr150 10.2 10.3 10.3

Lys315 11.1 11.1 11.4
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within 1.5Å during the 10 ns simulation. The RMSDs of
the simulations performed with the different protonation
states are similar. The RMSD of the pre-complex structure
with protonated Lys67 and Tyr150 (Table 1: Simulation V)
is slightly higher in the initial stage of the simulation.
However, in the latter part of the simulation, the RMSD
values become similar to that of the apo enzyme.

Structure of the active site

In the X-ray structures, the class C β-lactamase active site
is characterized by a dense hydrogen-bonding network that
interconnects the catalytically important residues (Fig. 2).
In the 1KE4 apo structure, the distance between Oη-Tyr150
and Oγ-Ser64 is 2.9Å. The Nz�Lys67 is 2.8Å away from
Oγ-Ser64. The distance between Tyr150-Oη and
Lys67�Nz is 3.3Å (the values are similar in the pre-
covalent complex). These three key residues are tightly
coupled through hydrogen bonding. The immediate neigh-
bors of these three key residues are Asn152, Lys315 and
Thr316. The hydrogen bonds formed by these three
residues are also shown in Fig. 2. From the crystal
structures, it is clear that both Lys67 and Tyr150 are close

enough to Ser64 to activate it. We next investigated the
structural rearrangement of the active site during MD
simulations.

Apo enzyme The average distances (and standard devia-
tions) involving the key catalytic residues obtained from the
MD simulation are shown in Table 3. The distance between
Ser64 and Lys67 (Ser64–CH2Oγ and Nz�Lys67) is similar
to the crystal structure distance in the first two simulations
(∼2.9Å). However, in simulations III and IV (where
Tyr150 is charged), Ser64 and Lys67 move away from
each other, increasing the distance to 3.7 and 4.0Å,
respectively, with a corresponding increase in the standard
deviations. This indicates that when both Lys67 and Tyr150
are charged or when only Tyr150 is charged, on average
Lys67 moves away from Ser64. Thus, geometrically, Lys67
is unlikely to activate Ser64 when Tyr150 is charged. The
Ser64–Tyr150 distance increases from its crystal structure
distance in all four simulations. In I and II, where Tyr150 is
neutral, this distance is 3.4 and 3.6Å, respectively. However,
the distance increases to 3.9 and 4.2Å for III and IV,
respectively, when Tyr150 is charged. This probably can be
attributed to stronger interactions between the negative
charge of Tyr150 and the positive charge of the Lys315,
which moves Tyr150 away from Ser64 in simulations III
and IV. The distance between Tyr150-Oη and Nz�Lys67 is
shortest when both are charged (Simulation III), due to
strong electrostatic attraction. However, the distance in I is
shorter than that in II and IV (where Lys67 is neutral). This
is due to the strong attractive force from the positively
charged Lys315, which drifts the Tyr150 towards Lys315 in
simulations II and IV, making the Tyr150–Lys67 distance
longer. The standard deviation is greater in simulations II
and IV, indicating larger motion of Lys67 and Tyr150 in
these cases. The Lys67–Asn152 distance remains almost the
same irrespective of the protonation states considered. For
the Lys315–Tyr150 distance, the values are about 7Å and
4.9Å in simulations I and II, respectively (where Tyr150 is
neutral). For the simulations where Tyr150 is charged (III
and IV), the distances are 2.8 and 3.0Å (for charged and
neutral Lys67), respectively. In short, the distances between

Fig. 6 Time evolution of the root-mean-square-deviation (RMSD) for
the six simulations performed

Table 3 Average distances among the key catalytic residues (Ser64-Oγ, Lys67-Nζ, Tyr150-Oη, Asn152-Oδ1, Lys315-Nζ) fromMD simulations of the
apo enzyme and pre-covalent complex. All distances are in Å and standard deviations are given in parenthesis

Simulation No. I II III IV V VI

Ser64_Lys67 2.93 (0.17) 2.92 (0.16) 3.69 (0.78) 3.97 (0.89) 2.87 (0.12) 2.70 (0.09)

Ser64_Tyr150 3.43 (0.33) 3.57 (0.49) 3.86 (0.41) 4.19 (0.41) 3.99 (0.56) 3.09 (0.33)

Lys67_Tyr150 3.25 (0.25) 4.00 (0.78) 2.96 (0.26) 4.67 (0.84) 4.55 (0.50) 4.06 (0.35)

Lys67_Asn152 4.61 (0.31) 4.66 (0.28) 4.91 (0.29) 4.63 (0.60) 4.75 (0.19) 4.77 (0.26)

Tyr150_Lys315 6.98 (0.57) 4.86 (1.92) 2.84 (0.15) 3.04 (0.78) 3.18 (0.55) 3.06 (0.29)
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the residues in the active site depend on the electrostatics of
the neighboring residues.

Complexed enzyme The average distances between
Lys67�Nz and Og�Ser64 in simulations V and VI (2.9
and 2.7Å respectively) remain similar to the apo enzyme
simulations I and II (Table 3). When Lys67 is protonated,
the distance between Ser64–CH2Oγ and Tyr150–Oη
becomes 4.0Å. The value reduces to 3.1Å when Lys67 is
neutral. For apo enzyme, this distance increases for the
Lys67 neutral case. This demonstrates the changed electro-
statics due to the presence of the substrate. The distance
between Tyr150–Oη and Nz�Lys67 is more in V than in
VI, although the reverse was observed for same set of
simulations for the apo form (I and II). This is probably
due to the loss of interaction between Lys67 and CO2

−

group of CLS in simulation VI (where Lys67 is neutral),
which moves Lys67 away from both CLS and Tyr150. The
Lys315–Tyr150 distance remains almost same during the
course of the simulation. The Lys67–Asn152 distance, as in
the apo enzyme, does not change significantly for these two
simulations, indicating strong coupling between them.
Generally speaking, the presence of the CO2

− group of
CLS changes the electrostatics of the active site of β-
lactamase compared to its apo form.

Hydrogen bond occupancies

The occupancies of the active site hydrogen bonds are
shown in Table 4. The donor–acceptor (D–A) distance
threshold was kept at 3.5Å and the threshold for the angle
D–H⋯A was kept at 120°. If we compare the results for
simulations I and II with V and VI (which have the same
ionization states of the key residues: I and II are for apo
and V and VI are for the pre-covalent complex), it can be
seen that the presence of the substrate changes the H-bonding
pattern for all except for Lys315–Glu272 and Lys67–Tyr150
H-bonds. Of the H-bonds involving the three key residues
Tyr150, Lys67 and Ser64, the Ser64–Lys67 H-bond remain
intact for simulation I and II and V but not for VI. The
Lys67–Tyr150 H-bond is not present for any of these four
simulations. The Ser64–Tyr150 H-bond is present only in

simulation VI. Tyr150–Lys315 H-bonds appear in simula-
tions V and VI. Based on the above discussion it is clear that
the presence of the substrate changes the H-bonding pattern.
If we compare simulations I and II with III and IV, it can be
seen that the major changes occur between Lys315–Tyr150
and Ser64–Lys67. The H-bond occupancy increases for the
former while it decreases for the latter. If we sum all the
occupancies for each simulation, we can see that occupancy
is at least 3.0 and, for the pre-covalent complex, the
occupancies are 3.3 and 3.6 for simulations V and VI,
respectively. In summary, there are at least three strong
H-bonds keeping the active site in place in all the simulations
performed.

Structure of cephalothin

Figure 4 shows the structure of the substrate, CLS. As
depicted, there are several residues, such as Gln120, Asn152,
Ala318, Tyr150 and Thr316, in the vicinity of CLS that play
a key role in holding the substrate firmly inside the active
site. During the simulation, side chain movements were
observed. The end-to-end distance between S19 and C23 of
CLS (shown in the Supplementary material) was monitored
and found to be less in V than in VI. This decreased distance
indicates conversion of the extended form of CLS to the
compact conformation. The H-bond occupancies between
CLS and the residues Asn152 and Ala318 remain at around
60% of the simulation time for simulations V and VI.

Movement of water and the CLS carboxylate group

From the above discussion on pKa calculation and the
geometry of the active site of the enzyme, it can be
concluded that, in the presence of the substrate, both the
critical residues Tyr150 and Lys67 remain essentially in the
protonated form. Lys67 is buried in the protein and no
water molecule was found to be close to it in the
simulations. Hence, Lys67 cannot be involved in a water-
assisted mechanism. One possible mechanism is that
Tyr150 can activate Ser64 through a bridging water
molecule. Tyr150 may need activation from the CO2

−

group of the substrate. In another possibility, the CO2
−

group of the substrate can activate Ser64 without involving

Simulation No. I II III IV V VI

Ser64@Oγ … Lys67@Nζ 0.99 0.90 0.14 0.30 0.93 0.00

Ser64@Oγ …Tyr150@Oη 0.00 0.14 0.03 0.02 0.02 0.93

Lys67@Nζ … Tyr150@Oη 0.005 0.007 0.92 0.07 0.04 0.03

Tyr150@Oη … Lys315@Nζ 0.00 0.00 0.97 0.91 0.68 0.64

Lys67@Nζ … Asn152@Oδ1 0.99 0.98 0.85 0.95 0.65 0.99

Lys315@Nζ … Glu272@OE1/2 0.99 0.99 0.48 0.37 0.99 0.99

Table 4 Hydrogen bond
(H-bond) occupancies for the
key residues (Ser64-Oγ,
Lys67-Nζ, Tyr150-Oη,
Lys315-Nζ) from MD simula-
tions. A value of 1 implies fully
occupied and 0 implies no
H-bond formation
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Tyr150 (Fig. 3: Scheme III). The movement of water
molecules in the active site, along with the movement of the
CLS carboxylate group, may be critical in understanding
the possible mechanisms. Keeping this in mind, the
movement of water molecules in the simulation was
monitored to check whether there is any water molecule
between (1) CLS-CO2

− and the Tyr150-OH group, or (2)
between Tyr150 and Ser64. Also, the movement of CLS
CO2

− was investigated. It was found throughout the
trajectory that one water is close to Tyr150 (most of the
time the distance is less than 2Å). On the other hand, the
distance between the same water and the CLS-CO2

− group
varies between∼2Å to more than 8Å. If a cut-off of 3Å is
used, then, for about 40% of the simulation time, the water
molecule remains close to both CLS and Tyr150 (see figure
in the Supplementary material). The results suggest that
activation of Tyr150 by CLS through a water molecule can
be a possible route, although it is unlikely to be the major
route. For Tyr150-OH and Ser64-OH, the distances
between the water molecule closest to both Tyr150 and
Ser64 were calculated. It was found that the distance
between the hydrogen of the OH group of serine and the
oxygen of water varies mostly between 3 and 4Å for most
of the simulation. However, the distance between the
oxygen of Tyr150-OH and the hydrogen of the water varies
widely throughout the simulation, with values ranging from
2 to more than 7Å (fsee figure in the Supplementary
material). This indicates that activation by Tyr150 by a
bridging water molecule is unlikely. Figure 7 shows the
distance between the two oxygens of the CO2

− group of
CLS and hydrogen of Ser64-OH. It can be seen that, except
for a small part of the simulation, there is at least one
oxygen of CO2

−, which is close to Ser-OH (less than 2Å).
This indicates that CLS-CO2

− is close enough to activate
Ser64 without the help of the intervening water.

Quantum mechanical calculations for the abstraction
of hydrogen from Ser64 by CLS

Figure 8 shows the energy profile for the one-dimensional
reaction coordinate for hydrogen abstraction by the carbox-
ylate group of CLS, and Table 5 depicts the energy values.
The three energy profiles represent values obtained from
three different starting structures as described in the
previous section. No zero point energy (ZPE) correction
was added to the energy shown. Also, no entropic
contribution was added. As the energy profiles represent
only the abstraction of hydrogen from Ser64 by CLS, it
cannot be compared directly with the experimental barrier
for acylation. However, the values can be taken in order to
check if the barrier for the initial step is comparable to the
actual barrier. The energy values show that, for structures I
and II, the barrier is a few kilocalories per mole higher than

Fig. 7 Distances between the Ser64Oγ-H and oxygens of CO2
− of

CLS are shown for simulation V

Fig. 8 Quantum mechanical (QM) energy profile for hydrogen
abstraction by the substrate for the three snapshots (see text). The
energy value at the reaction coordinate value of 1.99 is not shown for
structure I (see Table 5)

Table 5 Energy barrier of hydrogen abstraction by the substrate in
kcal mol−1 at the DFT(B3LYP)/6-31+G** level. d1 is the reaction
coordinate (in Å). The distances between the hydrogen of Ser-OH and
the closest oxygen of carboxylate group of the substrate are 2.06, 1.99
and 1.71 for structures I, II and III, respectively

d1 Structure I Structure II Structure III

2.06 0.0

1.99 −0.3 0.0

1.71 13.8 12.4 0.0

1.56 21.1 22.8 1.9

1.41 22.9 28.0 9.4

1.26 34.0 26.2 23.9

1.11 28.5 5.3 24.6

0.96 28.3 10.3 28.5
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the experimental acylation barrier of 24 kcal mol−1 [49].
Since hydrogen abstraction is considered as a one-
dimensional reaction coordinate, the estimated barrier is
an upper limit to the actual barrier height. Moreover, the
backbone of the protein was kept fixed during optimization.
It is very likely that without those constraints the barrier
will become lower. For structure II, the energy increases at
the last point. For the structure III, the energy was found to
increase with the reaction coordinate. These results show
the difficulties in modeling a complex enzymatic reaction
using a single coordinate and with a truncated model.
Although the energy profiles calculated are qualitative in
nature, it is encouraging that at least two energy profiles
have values close to the experimental barrier. The results
indicate that the abstraction of hydrogen by CLS is not
much higher in energy from the acylation barrier and can be
a viable mechanism to initiate the acylation step.

If we combine our results from the pKa calculations, MD
simulations and QM calculations to check the mechanisms
shown in Fig. 3, schemes I and II are both unlikely, since, in
these schemes Tyr150 and Lys67 must be predominantly in
deprotonated form, which our electrostatics calculations do
not support. This essentially precludes a direct role of Lys67
and Tyr150 in the acylation step, although they may
contribute indirectly. The substrate-assisted scheme III
shown in Fig. 3 seems most probable since the carboxylate
group of the substrate remains close to Ser64 throughout
almost the entire simulation, and the energy barrier estima-
tion for the two representative structures gives values
comparable to experiments. This indicates that the
substrate-assisted mechanism can be a viable tool to initiate
acylation. Activation of Tyr150 by CLS through an
intervening water molecule can be a competing mechanism,
though probably not the main one. The presence of other
amino acids is important since they keep the electrostatics
and geometry of the active site optimum for activating
Ser64. This also supports the view of Goldberg et al. [13],
who suggest a role for the H-bonding network in activating
Ser64. One issue is whether the substrate-assisted mecha-
nism is universal for all substrates. From our calculations, we
can only comment on the mechanism with CLS as the
substrate. However, it is likely that the mechanism would
depend on the nature of the substrate, since the electrostatics
of the active site is very sensitive to details of the substrate
structure. One caveat of our MD simulations is that there
was no scope for charge transfer during the simulation,
which may change the electrostatics dynamically.

Conclusions

The mechanism of action of class C β-lactamases was
investigated by performing state-of-the-art electrostatics,

MD simulations and QM calculations using several recent
crystal structures. We found that, with CLS as the
β-lactamase substrate, Tyr150 or Lys67 are unlikely to act
alone to activate Ser64 for the substrate, since the
probability that they exist in deprotonated states—a
necessary condition for activating Ser64—is low. Whether
Tyr150 or Lys67 can act in conjunction with a water
molecule was also investigated. It was found that Lys67
cannot act in conjunction with a water molecule, as it is
almost completely buried in the protein. The water
molecule has a low population between Tyr150 and Ser64
during the course of simulation. It seems that the substrate
is most likely to activate the nucleophile Ser64, primarily
because of the proximity of the CO2

− group of the substrate
to the OH group of Ser64. The QM reaction barrier
calculations indicate that, for some representative struc-
tures, the barrier is low enough for the substrate-assisted
mechanism to be one viable mechanism for acylation.
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Abstract The interaction between 8-azaguanine (8-Azan)
and bovine serum albumin (BSA) in Tris-HCl buffer
solutions at pH 7.4 was investigated by means of
fluorescence and ultraviolet-visible (UV-Vis) spectroscopy.
At 298 K and 310 K, at a wavelength of excitation (lex) of
282 nm, the fluorescence intensity decreased significantly
with increasing concentrations of 8-Azan. Fluorescence
static quenching was observed for BSA, which was
attributed to the formation of a complex between 8-Azan
and BSA during the binding reaction. This was illuminated
further by the UV-Vis absorption spectra and the decom-
position of the fluorescence spectra. The thermodynamic
parameters ΔG, ΔH, ΔS were calculated. The results
showed that the forces acting between 8-Azan and BSA
were typical hydrophobic forces, and that the interaction
process was spontaneous. The interaction distance r
between 8-Azan and BSA, evaluated according to fluores-
cence resonance energy transfer theory, suggested that there
is a high possibility of energy transfer from BSA to 8-Azan.
Theoretical investigations based on homology modeling
and molecular docking suggested that binding between
8-Azan and BSA is dominated by hydrophilic forces
and hydrogen bonding. The theoretical investigations provid-
ed a good structural basis to explain the phenomenon of
fluorescence quenching between 8-Azan and BSA.

Keywords 8-Azaguanine . Bovine serum albumin .

Fluorescence quenching . UV-Vis spectroscopy .

Homology modeling .Molecular docking

Introduction

Serum albumin is the most abundant plasma protein in
humans and other mammals. It is essential for main-
taining the osmotic pressure needed for the proper
distribution of body fluids between intravascular com-
partments and body tissues. It also acts as a plasma
carrier by non-specifically binding some hydrophobic
steroid hormones and as a transport protein for hemin
and fatty acids [1]. Research on the interactions between
drug molecules and serum albumin helps to interpret the
metabolism and transport process of drugs. The structural
and energetic aspects of these processes have been studied
in order to provide a rational basis for the fundamental
understanding of the interaction and the development of
efficient therapeutic agents [2–4].

8-Azaguanine (8-Azan) (Fig. 1) is a purine analog that
can inhibit the proliferation of micro-organisms, viruses and
tumor cells. It has been studied widely for its biological
activity, such as its antineoplastic properties, and has been
used in the treatment of acute leukemia. This form of
heterocyclic molecule is of particular importance. This is
because its structure is composed of a pyrimidinic ring and
an azolic moiety, and so many 8-Azan derivatives have
been studied in many research fields [5–7]. However, the
interaction between 8-Azan and serum albumins has not
been reported thus far, so it is of particular interest and
importance to explore this interaction from the point of
view of pharmacology and pharmacodynamics. In this
work, bovine serum albumin (BSA) was studied because
of its similarity in structure and its comparability with
human serum albumin (HSA) [8–10].

Fluorescence and ultraviolet-visible (UV-Vis) absorp-
tion spectroscopy are important methods for determining
the interactions between small molecules and bio-
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macromolecules. These spectroscopic methods allow
non-intrusive measurement of substances at low concen-
trations under physiological conditions. By analyzing
features such as emission peaks and the transfer
efficiency of energy, much information can be obtained
about the structural changes and the microenvironment
of the macromolecule. In this work, fluorescence and
UV-Vis absorption spectroscopy were applied to explore
the interactions between 8-Azan and BSA. Important
information on binding constants, binding sites and
thermodynamic parameters was obtained. The effect of
energy transfer is also discussed according to the
fluorescence resonance energy transfer (FRET) theory.
Moreover, theoretical investigations using homology
modeling and molecular docking were used to provide
a good structural basis for the conclusions drawn.

Materials and methods

BSA and 8-Azan were purchased from Beijing Biodee
(Beijing, China) and J & K Scientific (TCI, Tokyo, Japan),
respectively. The purity of the BSA is high enough for
spectroscopy experiments and prepared solutions, and was
thus used with no further purification [11]. The Tris-HCl
was purchased from Alfa Aesar (Tianjin, China). All
materials, including NaCl and NaOH, were of analytical
purity. Tris-HCl buffer solutions (0.05 mol L−1) containing
NaCl (0.05 mol L−1) were prepared and the pH was
maintained at 7.40. BSA solutions (5×10−6mol L−1) and 8-
Azan solutions (1×10−3 mol L−1) were prepared with Tris-
HCl buffer solutions (pH 7.40). High-purity water was used
in all preparations.

All fluorescence spectra were recorded on an Aminco
Bowman Series 2 Luminescence Spectrometer (Thermo
Fisher, Waltham,MA), with 1 cm×1 cm×4 cm quartz
cuvettes. Fluorescence quenching spectra were performed
at 298 K and 310 K in the range of 300–400 nm. The

wavelength of the excitation (lex) was 282 nm. The
excitation and emission slit widths were set at 8 nm. The
UV-Vis spectra were recorded at room temperature on a
UV-2501PC (Shimadzu, Japan) spectrophotometer using
1.0 cm quartz cells.

The crystal structure of BSA is not known, and was
generated by homology modeling using SWISS-MODEL
[12, 13]. The BSA sequence was acquired from the Swiss-
Prot protein data bank of the Swiss Institute of Bioinfor-
matics (ID: P02769). Due to the fact that the highest
resolution of the crystal structure of HSA is obtained when
complexed with heme (PDB: 1N5U, resolution: 0.19 nm),
this crystal structure was acquired from the Protein Data
Bank and used as the template to make the model of BSA.
The WHAT_CHECK program is known to be a good tool
with which to assess the value of a homology model [14],
but the SWISS-MODEL can analyze the accuracy of a
homology model automatically.

Docking between the drug and BSA was performed
using Autodock 4.2 [15]. Non-polar hydrogen atoms were
added to 8-Azan and BSA and Gasteiger charges were
assigned [16]. The 63×63×63 grid points in the x, y and z
dimensions with 0.375Å spacing were calculated at the
most reactive residues. During the docking process, ten
conformers were obtained using the Lamarckian genetic
algorithm with a small number of evaluations (250,000).
Each mode was compared visually using AutoDockTools.
The conformer with the lowest binding energy was used for
further analysis. PYMOL [17] and Discovery Studio
Visualizer 2.5.5 [18] were also used to display the data
for the root mean square deviation (RMSD) and to show the
crystal structure graphs of homology modeling and molec-
ular docking, respectively.

Results and discussion

Quenching mechanism

Fluorescence spectroscopy is an important tool for
studying interactions between molecules because of its
high sensitivity and the multiplicity of measurable
parameters [19]. Therefore, to investigate the binding of
8-Azan to BSA in detail, fluorescence experiments were
carried out. The emission spectra of BSA in the absence
and presence of various concentrations of 8-Azan at 298 K
and 310 K are shown in Fig. 2. As the data shows, on
fixing the excitation wavelength at 282 nm, BSA had a
strong fluorescence emission band at 350 nm. The
fluorescence intensities of BSA at two different temper-
atures decreased uniformly, but the emission wavelength
of BSA did not change with the increase in 8-Azan

Fig. 1 Molecular structure of 8-azaguanine (8-Azan)
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concentration, which indicated that an 8-Azan-BSA
complex had maybe formed that led to quenching of the
fluorescence of BSA.

Quenching occurs by different mechanisms that are
usually classified as dynamic quenching or static
quenching. Dynamic and static quenching can be
distinguished by their differing dependence on temper-
ature and viscosity. Dynamic quenching is collisional
quenching, which is enhanced by increasing tempera-
ture, but diminished by increasing viscosity. A higher
temperature results in faster diffusion and therefore a
larger amount of collisional quenching. Static quenching
refers to the interaction that the fluorophore makes with
the quencher to form a stable non-fluorescent complex.
A higher temperature typically results in the dissociation
of the weakly bound complexes, and hence a smaller
amount of static quenching.

For dynamic quenching, the mechanism can be de-
scribed by the Stern-Volmer equation [20, 21]:

F0

F
¼ 1þ Kqt0Q ¼ 1þ KsvQ ð1Þ

where F and F0 represent the fluorescence intensities with
and without quencher, respectively; Kq is the bimolecular
quenching rate constant; Ksv is the dynamic quenching
constant; t0 is the molecular average lifetime without the
quencher (the fluorescence lifetime of the biopolymer is
10−8 s) [22, 23] and [Q] is the concentration of the
quencher.

With regard to the fluorescence quenching mechanism of
BSA by 8-Azan, it is hypothesized that the interaction
proceeds via a dynamic route. The corresponding dynamic
quenching constants for the interaction between 8-Azan and
BSA can be calculated and are given in Table 1. The Stern-
Volmer plot of fluorescence quenching of BSA by 8-
Azan at 298 K and 310 K can be seen in Fig. 3. For
dynamic quenching, the maximum scatter collision
quenching constants (Kq) of various quenchers with the
biopolymer are 2×1010L mol−1 s−1 [24, 25]. But, in the
present study, the quenching rate constants of BSA
initiated by 8-Azan are much greater than this value at
both temperatures, which indicates that the probable
fluorescence quenching mechanism of BSA by 8-Azan
is static quenching, and that an 8-Azan–BSA complex
has been formed.

To further investigate the phenomenon, the UV-Vis
absorbance spectra and the decomposition of fluores-
cence spectra were analyzed (Figs. 4, 5). As shown in
Fig. 4, the absorption peaks of BSA and 8-Azan were
277.5 nm and 278 nm, respectively, while with the gradual
addition of 8-Azan, the maximum absorption spectra
showed no significant change. This indicates that static
quenching is involved mainly because dynamic quenching
affects only the excited state of the quenching molecule,
while it has no effect on the absorption spectrum of
quenching substances. In Fig. 5, the emission peak is
separated into two peaks using a Gaussian function. It
can be seen from Fig. 5 that the maximum wavelengths
of the two peaks were observed at 345.5 nm and
363 nm, respectively, both of which were very close to
the two peaks of BSA and 8-Azan (350 nm and
358 nm, respectively). It is reasonable to consider that they
originate from BSA and 8-Azan, respectively, and that BSA
also has a small blue shift from 350 nm to 345.5 nm. These
results also indicate that there is a static quenching
interaction between 8-Azan and BSA. To sum up, it was
concluded that the mechanism involved was static
quenching.

Fig. 2 The fluorescence quenching spectra of bovine serum albumin
(BSA) in the presence of 8-azaguanine (8-Azan) at lex=282 nm and
pH=7.40 (Ta=298 K; Tb=310 K); [BSA] = 5×10−6 mol L−1; [8-Azan]
(×10−6 mol L−1) = 0, 2, 4, 6, 8, 10, respectively, from A to F
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Binding constants and sites

For static quenching, when small molecules bind indepen-
dently to a set of equivalent sites on a macromolecule, the
apparent binding constant Ka and binding sites n can be
described by the following equation [26]:

lg
F0 � F

F
¼ lgKa þ n lgQ ð2Þ

where F0 and F are the fluorescence intensities before and
after the addition of the quencher, and [Q] is the total
quencher concentration. Figure 6 is the plot of log (F0−F)/F
versus log [Q] for the 8-Azan–BSA system.

By fitting Eq. 2, the apparent binding constant (Ka)
and the number of binding sites (n) can be calculated
(Table 1). From the binding parameters, it can be seen
that the values for the binding site at 298 K and 310 K
were nearly equal, and the binding constants Ka were
higher at 310 K than that at 298 K. These results indicate
that there is a higher binding affinity and a much more
stable compound between 8-Azan and BSA at increased
temperature.

Thermodynamic parameters

The molecular forces between protein interactions and a
drug may include van der Waals interactions, hydrogen
bonds, electrostatic interactions and hydrophobic forces.
Thermodynamic parameters such as the enthalpy change
(ΔH) and entropy change (ΔS) are important for confirming
the binding mode, which can be calculated with Eqs. 3 and
4 [27]:

ln
ðKaÞ2
ðKaÞ1

¼ $H

R

1

T1
� 1

T2

� �
ð3Þ

$G ¼ �RT lnKa ¼ $H � T$S ð4Þ
where Ka are the binding constants at the experimental
temperatures T1 and T2, respectively, and R is the gas
constant. The free energy change (ΔG) can be calculated
with the binding constants from Eq. 4, and, if the
temperature does not change a lot, the enthalpy change
(ΔH) can be regarded as a constant. In the interaction of 8-
Azan with BSA, binding studies were carried out at 298 K

Fig. 4 Ultraviolet-visible (UV-Vis) absorption spectra of the 8-Azan–
BSA system. A Absorption spectrum of 8-Azan only, [8-Azan] =5.0×
10−6 mol L-1; B–G [BSA]=5.0×10−6 mol L-1: 0, 2, 4, 6, 8, 10
(×10−6 mol L−1), respectively, of [8-Azan]

Fig. 3 Stern-Volmer plots of fluorescence quenching of BSA in the
presence of 8-Azan at T=298 K and 310 K

496 J Mol Model (2012) 18:493–500

Table 1 Stern-Volmer quenching constants and the binding parameters for the interaction between 8-azaguanine (8-Azan) and bovine serum
albumin (BSA) at T=298 K and 310 K

T(K) Quenching constants Binding parameters

104 Ksv(L mol−1) 1012Kq(L mol−1 s−1) R 102Ka(L mol−1) n R

298 1.59 1.59 0.9983 6.03 0.71 0.9920

310 1.90 1.90 0.9896 9.21 0.73 0.9883

R Correlation coefficient



and 310 K, and BSA did not exhibit any structural
degradation. The thermodynamic parameters calculated
are shown in Table 2.

The negative values of ΔG and its more negative change
with the rise in temperature imply that the interaction
process is spontaneous and that a high temperature favors a
spontaneous interaction. The positive values of ΔH and ΔS
indicate that the typical hydrophobic forces play a major
role in the binding process.

Energy transfer

FRET is a distance-dependent interaction between different
electronic excited states of molecules in which excitation
energy transfers from one molecule (donor) to another
molecule (acceptor) without the emission of a photon from
the former molecular system [28]. According to Förster’s

non-radioactive energy transfer theory [29], the efficiency
of FRET depends mainly on the following factors: (1) the
donor emission and the acceptor absorption overlap more;
(2) the fluorescence produced by the donor has a
sufficiently long lifetime; and (3) the distance between the
donor and the acceptor. The efficiency of energy transfer
between the donor and the acceptor (E) is given by the
following equation [9]:

E ¼ 1� F

F0
¼ R6

0

R6
0 þ r6

ð5Þ

where r is the distance between the donor and the acceptor
and R0 is the distance at 50% transfer efficiency.

R6
0 ¼ 8:79� 10�25K2n�4fJ ð6Þ

where K is the orientation factor related to the geometry of
the donor and acceptor of dipoles, n is the refractive index
of the medium, f is the fluorescence quantum yield of the
donor, and J expresses the degree of spectral overlap
between the donor emission and the acceptor absorption
(Fig. 7c), which is given by

J ¼
R1
0 FðlÞ"ðlÞl4dl
R1
0 FðlÞdl ð7Þ

where F(l) is the fluorescence intensity of the fluorescent
reagent when the wavelength is l and ε(l) is the molar
absorbance coefficient at wavelength l.

In the present case, K2=2/3, n=1.36 and f=0.15 [30].
From Eqs. 5–7, J, E, and R0 can be calculated, and thus r
can also be calculated, and these values are summarized in
Table 2. Because r<8 nm, and at the same time, 0.5R0<r <
1.5R0, it was concluded that there is a high possibility that
energy transfer from BSA to 8-Azan occurs and that the
quenching mechanism is of the static type.

Homology modeling

The crystal structure of BSA was built using SWISS-
MODEL. The result shows that BSA shares strong
sequence similarity with HSA, and their sequence identity
is 75.77%. The structural alignment result between the
modeler structure of BSA and the crystal structure of HSA
is shown in Fig. 8. The RMSD over all Cα-atoms is 0.55Å,
which illustrates that the model of BSA is reasonable. A
Ramachandran plot was used to assess the quality of the
model structure [31, 32].

Figure 9 shows that approximately 92.9% of the
residues were located in the most favored regions, 6.2%
in additionally allowed regions and only 0.9% of residues
in generously allowed regions. Because a good quality
model was expected to have over 90% in the most favoredFig. 6 Plot of log (F0−F)/F vs log [Q]

Fig. 5 Decomposition of fluorescence spectra of the 8-Azan–BSA
complex excited at 282 nm and T=298 K; [BSA]=5.0×10−6 mol L−1;
[8-Azan]=5.0×10−6 mol L−1
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regions [32], this phenomenon also indicates that the
model structure is reasonable and suitable for further
studies.

BSA is composed of 607 amino acids and its three-
dimensional structure is similar to a heart shape. It contains
three structurally similar α-helices domains, I (His27-
Gln219), II (Arg220-Ile411) and III (Lys412-Ala607), and
each domain contains two sub-domains, respectively.
Domains I and II or domains II and III are linked by the
stretched helixes that form the two longest helical chains.
The BSA molecule has two tryptophan residues: Trp-237,
which is in sub-domain IIA, located within a hydrophobic

binding pocket of the protein, and Trp-158, which is in the
first sub-domain IB of the albumin molecule, located on the
surface of the albumin molecule [33].

Molecular docking

The most probable binding position of 8-Azan to BSA using
molecular docking is shown in Fig. 10. The figure reveals
that the docking region of 8-Azan binding to BSA is located
in the hydrophilic cavities in the lowest part of sub-domain
IB. The best docked conformation of 8-Azan and BSA, in
which various residues are selected within 4Å of the ligand,
is shown in Fig. 11. It can be seen that there are hydrogen
interactions between N5 of 8-Azan and the residue Asp132,
NH27 and Asp132, NH8 and Ser 216, NH3 and Gln219 in
the 8-Azan-BSA system, and the lengths of the hydrogen
bonds are 2.16Å, 1.86Å, 2.34Å and 2.46Å, respectively.
Moreover, Asp132, Ser 216 and Gln219 are hydrophilic
residues. These results suggested that binding between 8-
Azan and BSA is dominated by hydrophilic force and
hydrogen bonding [34]. However, the results of docking are
not very close to those of thermodynamic studies. A
reasonable explanation may be that the crystal structure of
BSA differs from that of the solution system used in this

Fig. 8 Superposition models of BSA (green) and human serum
albumin (HSA; red)

Fig. 7 Fluorescence spectra of BSA (a) and the absorption spectra of
8-Azan (b); [BSA] =5×10−6 mol L−1; [8-Azan] =5.0×10−6 mol L−1;
Ta=298 K; Tb=310 K

Table 2 Thermodynamic parameters and energy transfer parameters of the 8-Azan–BSA system

T(K) Thermodynamic parameter Energy transfer parameter

ΔH(kJ mol−1) ΔG(kJ mol−1) ΔS(J mol−1 K−1) J (cm3 L mol−1) E R0 (nm) r (nm)

298 27.6 −15.86 144.0 3.08×10−15 0.09 1.94 2.84

310 −17.59 3.10×10−15 0.11 1.94 2.75
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study. In conclusion, molecular docking provides a good
structural basis to explain the phenomenon of fluorescence
quenching between 8-Azan and BSA.

Conclusions

The interaction between 8-Azan and BSA in Tris-HCl
buffer solutions was investigated using fluorescence and

UV-Vis spectroscopy at 298 K and 310 K, at a
wavelength of excitation lex=282 nm. From the fluores-
cence intensity changes and the Stern-Volmer equation, it
was found that the main quenching mechanism between 8-
Azan and BSA was static quenching. This conclusion was
supported by the analysis of UV-Vis absorbance spectra
and the decomposition of the fluorescence spectra. In
addition, the binding constants (Ka) and the number of
binding sites (n) were calculated from the static quenching
equation. These results indicate that there is a higher
binding affinity and a much more stable compound
between 8-Azan and BSA at increased temperature.
Furthermore, the negative sign of Gibbs free energy shows
that the interaction process is spontaneous. The positive
entropy and enthalpy change indicates that the forces
acting between 8-Azan and BSA are typically hydropho-
bic. Meanwhile, according to FRET theory, the distances
(r) between the donor (8-Azan) and the acceptor (BSA)
are 2.84 nm and 2.75 nm at 298 K and 310 K,
respectively, which suggests that there is a high possibility
of energy transfer from BSA to 8-Azan occurring by a
static quenching mechanism.

Furthermore, the 3D structure of BSA was generated
successfully by homology modeling, and was found to be
reasonable and suitable for further study. Molecular dock-
ing indicated that the interaction between 8-Azan and BSA
is dominated by hydrophilic forces and hydrogen bonding,
which does not reflect the findings of thermodynamic
studies. The reason may be that the crystal structure of BSA
is different in different environments.

Fig. 11 Predicted binding mode between 8-Azan and BSA. The
residues of the albumin are represented using lines and the 8-Azan
structure is represented using a ball and stick model. The hydrogen
bonds between 8-Azan and the albumin are represented using green
dashed lines

Fig. 10 Structure of 8-Azan–BSA complex

Fig. 9 Ramachandran plot. Red Most favored regions [A, B, L];
yellow additional allowed regions [a, b, l, p]; light yellow generously
allowed regions [∼a, ∼b, ∼l, ∼p]; other areas disallowed regions
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Abstract ORF 3a of human severe acute respiratory
syndrome corona virus (SARS-CoV) has been identified
as a 274 amino acid membrane protein. When expressed in
Xenopus oocytes the protein forms channels. Based on
bioinformatics approaches the topology has been identified
to include three transmembrane domains (TMDs). Since
structural models from experiments are still lacking,
computational methods can be challenged to generate such
models. In this study, a ‘sequential approach’ for the
assembly is proposed in which the individual TMDs are
assembled one by one. This protocol is compared with a
concerted protocol in which all TMDs are assembled
simultaneously. The role of the loops between the TMDs
during assembly of the monomers into a bundle is
investigated. Molecular dynamics simulations for 20 ns
are performed as a short equilibration to assess the bundle
stability in a lipid environment. The results suggest that
bundles are likely with the second TMD facing the putative
pore. All the putative bundles show water molecules
trapped within the lumen of the pore with only occasional
events of complete crossing.

Keywords Docking . Ion channel . Membrane protein .

Molecular dynamics . Protein assembly . 3a of SARS-CoV

Introduction

Viral channel forming proteins, have also been found for
other viruses [6–8], such as M2 from influenza A [9–12],
Vpu from HIV-1 [13, 14], 8a from SARS-CoV [5, 15],
protein p7 from HCV [16, 17], 2B from Polio virus [18, 19]
3a and E proteins from SARS-CoV [4, 20], just to mention
some of them, are also known to homo-oligomerize. The
number of TMDs increases going from M2, Vpu and 8a,
with a single TMD per monomer, to two TMDs for p7 and
2B and finally to three TMDs for 3a. Albeit the emergence
of more and more structural information derived from
experiments (for a review see [7, 21]) modeling the
assembly of the proteins is still a challenge.

In general, a two-staged mechanism for helix-bundle
membrane protein folding is suggested [22]: (i) the fold of
the membrane domain into its secondary structure, a helix,
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SARS-CoV has a single positive strand RNA genome
carrying 14 open reading frames (ORFs), encoding viral
structural proteins (such as spike, envelope, membrane, and
nucleocapsid proteins), replicases, and accessory proteins
[1]. ORF 3a of SARS-CoV is identified as a 274 amino acid
(a.a.) structural protein, which is located between S and E
proteins [2]. ORF 3a protein harbors three transmembrane
domains (TMDs) at its N-terminal side and a longer
intracellular C-terminal region of about 148 amino acids.
The central region of 3a protein consists of cysteine-rich
domain (a.a. 127–133), Yxxϕ domain (a.a. 160–163) and
diacidic domain (a.a. 171–173) [1–3]. 3a protein is
suggested to form a homotetramer via monomer disulfide
bridges (Cys-133 [4]) forming a dimer and the noncovalent
assembly of two of the dimers forming the functional
tetramer [5]. Structural information about the protein or its
biological role in the cellular life cycle of the virus is still in
the dark.

http://dx.doi.org/10.1007/s00894-011-1092-6


(ii) the assembly of the inserted helices in the membrane.
This model is expanded to include a third stage in which
co-factor insertion, folding of the extramembrane parts and
quaternary assembly is included [23]. This model descrip-
tion also holds on the energy landscape for membrane
protein folding [24]. Along the line of this mechanism some
computational assembly protocols are designed by using
rigid body movements to explore energy landscapes [25–
27]. These methods allow improving the quality of
sampling conformational space via the step width of
structure placements. Another approach reported in the
literature includes extended replica exchange molecular
dynamics simulations to assembly homooligomers [28].
Another almost unbiased approach is achieved if helices
can freely diffuse within the lipid bilayer. This approach has
been demonstrated for the assembly of TMDs into dimers
using coarse-grained MD simulations techniques [29]. Still
the full story of membrane protein folding remains to be
elucidated [30].

Previous work proposed an assembly methodology to
search the conformational space of all possible assemblies for
the preferable structure, taking symmetry considerations into
account [31]. The methodology has been tested on M2 from
influenza A showing agreement with experimentally derived
structure. The structure of protein 3a from SARS-CoV was
first time predicted based on this methodology. Although it’s
good agreement with the experiments, the mechanism of
simultaneous assembly is still hard to imagine. One idea
proposed herein is that there are two assembly methods,
concerted and sequential [32], for comparison to search the
most preferable bundle models of 3a from SARS-CoV.
Loops between the transmembrane domains (TMDs) are also
predicted for comparison. MD simulations of possible
bundle models are performed for confirmation.

Computational methods

Equilibration of the TMDs

Each of the ideal helix was embedded into a fully hydrated
POPC lipid bilayer (16:0−18:1 diester PC, 1-palmitory-2-
oleoyl-sn-glycero-3-phospho-chloine) for 10 ns MD simu-
lation to derive a relaxation of the conformation. POPC
topology parameters were taken from [33]. And the bilayer

has undergone a 70 ns MD simulation to be equilibrates as
much as possible [34]. After insertion a stepwise energy
minimization and equilibration protocol was adapted [34].
The system was heated gradually to 310 K in 500 ps, and
then five stages of equilibration were performed where all
the heavy atoms of the bundle were restrained in their initial
positions by applying a harmonic force in x, y and z
directions (1000, 500, 250, 100, and 10 kJ/mol/nm). These
runs were to adjust the lipid to the inserted bundle.

Prior to assembly

A principal component analysis (PCA) over the backbone
atoms of all frames of the last 3 ns of each of the TMDs has
been done. A structure was calculated averaging over the first
few eigenvectors. PCAwas accomplished using the program
g_covar from the GROMACS-4.0.5 package. Rotational and
translational motions were removed by fitting the peptide
structure of each time frame to the starting structure.

Assembly

The equilibrated TMDs derived from MD simulations are
used to generate tetrameric assemblies via various routes
(Fig. 1).

Monomer assembly

(1) Sequential assembly
The helical backbone structure from PCA analysis

is aligned along the z-axis. Two methods were used to
assemble the monomer (Fig. 1): sequential 1 (Seq1,
assembly from C-terminus to N-terminus) and sequen-
tial 2 (Seq2, assembly from N-terminus to C-
terminus). For Seq1, TMD3 and TMD2 were assem-
bled first becoming a new TMD unit (TMD3 +
TMD2). This unit is consequently assembled with
TMD1 to form a monomeric subunit ((TMD3 +
TMD2) + TMD1). Herein, one of the TMDs was
fixed and the second TMD was rotated around the
other TMD (rotational angle 2) and around its own
helical axis (rotational angle 1), then tilted and
translated to the other TMD. The same rotation
protocol was adopted for the generated unit of two
TMDs being kept fixed whilst the third TMD was
rotated around the unit. Similarly, for Seq2, TM1 is
first assembled with TM2 to form a new TMD unit
followed by the assembly with TMD3 to form a
monomer ((TMD1 + TMD2) + TMD3).

(2) Simultaneous assembly
In the simultaneous assembly three TMDs are

assembled in a concerted fashion to form a monomeric
subunit [31]. This assembly method is hither forth
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Ideal helices, of the TMDs of 3a [31], TMD139-59 (AS40

LPFGWLVIGV50 AFLAVFQSA), TMD279-99 (FI80

CNLLLLFVTI90 YSHLLLVAA), and TMD3105-125 (FLY
LYA110 LIYFLQCINA120 CRIIM), were generated with
backbone dihedrals of ϕ = −65° and φ = −39° using the
program MOE (Molecular Operation Environment, www.
chemcomp.com) and its integrated protein builder.

http://www.chemcomp.com
http://www.chemcomp.com


referred to as Sim. According to the symmetry all single
TMD backbones were rotated around their own helical
axis in the same sense with respect to the central pore
axis, and were also tilted simultaneously. The construc-
tion of a trimer followed basic geometry with inter-helical

separation angles of 120°. Besides, to cover all weak and
tight packing inter-helical distances in the range from 8.5
to 12.0Å were sampled for each monomer assembly
method. The distance data are referred to as the distance
between the center of mass of each TMD.

Fig. 1 Flowchart of the steps
involved forming the tetrameric
assemblies. Single TMDs are
either assembled in a sequential
(Seq1, Seq2) or concerted (Sim)
manner to form monomeric
structures. The monomers are
assembled into tetramers (T)
either with loops (L) or without
prior to assembly
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(3) Adding loops
Monomeric models ‘with loops’ obtained their

‘loops’ using the program Loopy [35, 36]. Two loops
(loop1: residues 60–78; loop2: residues 100–104)
were added on the monomeric subunit accordingly.
The lowest energy structures are named Seq1-L, Seq2-
L, Sim-L.

Tetramer assembly

The monomeric subunits were assembled into a tetrameric
bundle using the Sim protocol. According to the protocol
used for the monomeric subunit the tetrameric bundles are
referred to as T-Seq1, T-Seq2 and T-Sim (with added loops
T-Seq1-L, T-Seq2-L and T-Sim-L). The interhelical separa-
tion angle was set to 90° and the interhelical distances
sampled in the range of 18 to 24Å to cover all possible
packing modes.

To further sample conformational space, several degrees
of freedom were varied systematically, such as interhelical
distance by 0.25Å, rotational angle by 5°, and tilt angle
(hither forth called tilt) by 2°. After each positioning, side
chain atoms were reconstructed, followed by an energy
minimization of 5 steps of steepest descend and 10 steps of
conjugated gradient. Potential energy of each conformation/
position was evaluated based on the Amber 94 force field in
an implicit lipid environment characterized by a dielectric
constant of ε = 2. With this protocol hundreds of thousands
of different conformations were generated.

MD simulations

The selected tetrameric bundle was then embedded into a
POPC lipid bilayer system by removing overlapping lipids
and waters molecules. After energy minimization, 4 or 16
Cl- ions were added to compensate for the positive net
charge of each monomer. Finally, the whole system without
adding loops to the bundle consisted of the bundle (2624
atoms), 462 POPC- and 14616 SPC-water molecules
including 4 Cl- (70500 atoms in total). The system with
added loops consisted of the 3640 bundle atoms, 462
POPC-, and 14604 SPC-water molecules, including 16 Cl-

(71492 atoms in total). The MD simulation protocol was as
followed, after energy minimization (see above), 20 ns
production runs were carried out without any constraint on
the bundle.

GROMACS-4.0.5 with the Gromos96 (ffG45a3) force
field was used for the simulations. The simulations were
conducted in the NPT ensemble employing the velocity-
rescaling thermostat at constant temperature 310 K, and
1 bar. The temperature of the protein, lipid and the solvent
were separately coupled with a coupling time of 0.1 ps.

Semi-isotropic pressure coupling was applied with a
coupling time of 0.1 ps and a compressibility of 4.5 x
10−5 bar−1 for the xy-plane as well as for the z-direction.
Long range electrostatics calculated using the particle-
mesh Ewald (PME) summation algorithm with grid
dimensions of 0.12 nm. Lennard-Jones and short-range
Coulomb interactions were cut off at 1.4 and 0.8 nm,
respectively.

The simulations were run on a DELL Precision T5400
workstation, and a cluster consisting of 32 cores (Xeon
2.26 GHz). Plots and pictures were generated using
xmgrace, VMD and MOE.

Results

Equilibration

All three TMDs show stable root mean square deviation
(RMSD) values over the entire duration of the simulation.
Within the last 4 ns of the 10 ns simulation values between
0.1 and 0.2 nm are calculated identifying that the short run
deliver reasonably equilibrated structures (Fig. 2a). The
root mean square fluctuation (RMSF) of the individual
residues of the TMDs shown in Fig. 2b is indicative for low
dynamic of the amino acids with higher fluctuation at either
end of the TMDs. The residues of the core region of the
TMD, albeit at very low level, exhibit slightly higher
dynamics than the residues in the head group region (appr.
residues 10 – 25 and 55 – 70) giving the graph a w-like
shape. A sequence of residues from Asn-82 to Leu-85 and
around Leu-94 to Leu-96 of TMD2 shows a localized area
of larger RMSF values.

Assembly

Generation of the monomer

Analysis of the energetic of the monomer assemblies
(Suppl. Fig. 1) reveals mostly some close clustering of
lowest values independent of the sequence used. Using the
first part of Seq1, assembling TMD2 and TMD3, reveals a
dimer with lowest energy of −503.6 kcal mol−1 (Table 1
and Suppl. Fig. 1a). Assembling the third TMD, TMD3,
results in two low energy structures calculated with values
of −878.1 kcal mol−1 and −865.12 kcal mol−1 and
interhelical distances of 1.2 and 1.15 nm, respectively
(Suppl. Fig. 1b). Both structures are separated by their
individual rotational angles but adopt the same tilt
direction of −2° and −10°, respectively.

Seq2 reveals a dimer of TMD1 and TMD2 of −349.6 kcal
mol−1. Adding TMD3 results in a monomer of −863.5 kcal
mol−1, with an interhelical distance of 1.175 nm.
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Finally for Sim the lowest energy structure (−730.5 kcal
mol−1) is clearly distinct from the second lowest
(−654.8 kcal mol−1) by 75.7 kcal mol−1 (data not shown).
For these two structures the rotation difference of TMD2 is
of up to 40° and with an opposite tilt direction (−4°) than
the second lowest (+4°). Similar to the monomer Seq1 the
lowest energy structure has a hydrophobic pore and
therefore the second lowest monomer is considered further.
The interhelical distance of the second lowest structure is
1.075 nm.

The monomeric structure from Seq1 (Fig. 3a) exhibits a
hydrophilic stripe, which is due to residues of TM3 (Tyr-
109, Tyr-113, Gln-116, and Asn-119) spanning the entire
TM stretch. Residues like His-93, Tyr-89 and Asn-82 of
TMD2 join toward the same direction. The monomeric
structure assembled from Seq2 indicates two hydrophilic
stripes, one from Ser-92, His-93, Thr-89, and Asn-82 (all
TMD2), and the other from Tyr-109, Tyr-113, Gln-116, and
Arg-122 (all TMD3) (shown in Fig. 3b). Similar to Seq1,
Sim reveals a single line of hydrophilic residues due to
hydrophilic residues of TMD3 (Fig. 3c).

Tetramer assembly without loops

Assembling T-Seq1 a structure with a minimum energy
(−4710.72 kcal mol−1, Table 2) is obtained for inter-
monomer distance from the centers of mass of the
monomers of 2.375 nm (Suppl. Fig. 2, I). The structure
adopts a rotational angle of 320° and a tilt of 9°. TM2 is the
pore lining with only one hydrophilic residue Tyr 91
(highlighted in Fig. 4a) facing the pore.

Alignment of T-Seq2 shows a Lennard-Jones type
pattern for the low energy values with the lowest value
−4724.84 kcal mol−1 of 2.15 nm interhelical distance
(Suppl. Fig. 2, II). Although in T-Seq1 TMD2 is facing

Fig. 2 Root mean square deviation (RMSD) of the Cα backbones of
the single TMDs, TMD1, TMD2 and TMD3, referring to the
respective starting structure (a). Root mean square fluctuation (RMSF)
of the atoms of the amino acids (b). The TMDs are overlaid so that the
atom numbers match for each TMD. Values for TMD1 are shown in
light gray, those for TMD2 in gray and the values for TMD3 in black
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Table 1 Lowest and second lowest energy structures of the dimer and finally the monomeric structures. Data represent the interhelical distance,
rotational angle of each of the individual TMDs and the averaged (overall TMDs) tilt angle, as well as the energy calculated with MOE

Method Distance (nm) Angle 1 (°) Angle 2 (°) Angle 3 (°) Tilt (°) Energy (kcal/mol)

Seq1 1.0 40 340 8 −503.6
(TMD3 + TMD2)

Seq1 1.20 260 220 −2 −878.1
((TMD3 + TMD2) + TMD1) 1.15 180 240 −10 −865.1
Seq2 0.95 340 300 0 −349.6
(TMD1 + TMD2)

Seq2 1.175 0 40 2 −863.5
((TMD1 + TMD2) + TMD3)

Sim 1.075 60 180 340 −4 −730.5
(TMD1 + TMD2 + TMD3) 1.075 40 100 80 4 −654.8



the pore, similar to T-Seq2, the rotational angle is
different in T-Seq2, leading to more hydrophilic residues
inside the pore lumen (Asn-82, Thr-89, Ser-92, and His-
93, Fig. 4b).

Alignment of T-Sim derives a lowest energy structure of
−4294.2 kcal mol−1 with an inter monomer distance of
2.1 nm (Fig. 4c). A second low energy model (see Suppl.
Fig. 2, III) does not expose any hydrophilic residues into
the pore. In T-Sim TMD3 is pore lining, with several
hydrophilic residues facing the pore (Tyr-109, Tyr-113,
Gln-116, and Asn-119).

Tetramer assembly with added loops

In another approach the monomeric units are assembled in
the presence of the loops between TMD1 and TMD2 as
well as between TMD2 and TMD3. Assembling four copies
of the Seq1-L monomer delivers a low energy structure
with distances of around 2.025 nm (−5596.99 kcal mol−1,
T-Seq1-L) (Table 2). In T-Seq1-L bundle TMD2 is pore
lining with Tyr-91 inside the pore lumen and His-93 facing
outside the pore (Fig. 4d).

Assembling Seq2-L into a tetramer shows a low energy
model with an monomer distance of 2.2 nm (−6136.76 kcal
mol−1), and a tilt angle of −36° T-Seq2-L is shown in
Fig. 4e with two hydrophilic residues, Thr-89 and His-93,
of TMD2 face the pore.

Screening the energy landscape of Sim-L, the model
with the lowest energy (−5543 kcal mol−1, T-Sim-L) has an
inter monomer distance of 2.2 nm (data not shown). The tilt
of its monomers adopts 21°. The lowest energy bundle, T-
Sim-L, exposes hydrophilic residue Tyr 91 of TMD2 to the
pore (Fig. 4f). Although the T-Sim-L is similar to T-Seq1-L
with one with Tyr 91 inside the pore and His 93 outside the
pore, the pore of T-Sim-L has more hydrophilic residues
pointing into the pore than T-Seq1-L.

Comparing the energy values amongst the monomers
reveals that Seq1 and Seq2 generate monomers with
minimum energies around −860 kcal mol−1 to −880 kcal
mol−1 whilst Sim generates monomers with higher values
of around −650 kcal mol−1 and −730 kcal mol−1 (Suppl.
Fig. 1). The bundle models reflect this trend independent of
the presence of the loops (Suppl. Fig. 2). Whilst energies
for bundles similar to T-Seq1 and T-Seq2 both are
calculated to be around −4700 kcal mol−1, the respective
values for bundles similar to T-Seq1-L and T-Seq2-L show
lower values for the bundles similar to T-Seq2-L: around
−6100 kcal mol−1 (T-Seq2-L) versus −5600 kcal mol−1 (T-
Seq1-L). The energy values for the bundles similar to T-
Seq1-L are indistinguishable from those for bundles
according to T-Sim-L. As a result, T-Seq2-L is the bundle
with the low interaction energy.

MD simulations

All six tetrameric assembled structures of 3a from SARS
CoV (Fig. 4) are run for 20 ns of a MD simulation
embedded into a bilayer of POPC to equilibrate the
structures further. The RMSD plot for Cα atoms of the
tetrameric bundles without loops is shown in Fig. 5a. The
data reveals a progressive rising for all structures and
consequent stable fluctuation after the first 5 ns (Fig. 5a, I).
All RMSD values remain in a range of 0.1 – 0.3 nm. In
order to know how each TMD affects the stabilization of
the structure, the RMSD of each TMD for the three bundles

Fig. 3 Monomers according to the assembly protocol: Seq1 (a), Seq2
(b) and Sim (c). Hydrophilic residues are highlighted in blue,
hydrophobic residues in green. All models are drawn in a ‘Gaussian
Contact’ illustration (MOE)
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are shown individually. For T-Seq1 the RMSD of all TMDs
are within the same range of 0.2 – 0.3 nm. (Fig. 5a, II). The
RMSD values for TMD1 and TMD3 of T-Seq2 are higher
(∼ 0.24 nm for TMD1, and ∼0.26 nm for TMD3) than for
TMD2 (∼ 0.15) (Fig. 5a, III). The same situation can also
be found in T-Sim with TMD3 pore lining (RMSD ∼
0.19 nm) and TMD1 (∼ 0.23 nm) and TMD2 (∼ 0.25 nm) at

the outside of the bundle (Fig. 5a, IV). Super positioning
the final structure (green, Fig. 6a-c) with the initial
structures (red, Fig. 6a-c) indicates the result of the RMSD
calculations in as much as the bundles do not deviate from
each other very much, but show a pattern that the non-pore
lining TMDs experience larger deviation from the initial
structure than the pore lining residues.

Method Distance (nm) Angle (°) Tilt (°) Energy (kcal/mol) Pore lining

T-Seq1 2.375 320 9 −4710.7 TMD2

T-Seq2 2..5 180 36 −4724.8 TMD2

T-Sim 2.10 190 24 −4294.2 TMD3

T-Seq1-L 2.025 310 24 −5596.9 TMD2

T-Seq2-L 2.20 150 −36 −6136.7 TMD2

T-Sim-L 2.20 305 21 −5543.0 TMD2

Table 2 Lowest energy struc-
tures of the tetramer generated
from monomers listed in
Table 1. Data represent inter
monomer distances, rotational
and tilt angles, as well as the
interaction energy calculated
with MOE. The TMD of each of
the monomer facing the pore is
listed for each of the tetramers

Fig. 4 Tetramers according to
the assembly protocols without
loops: T-Seq1 (a), T-Seq2 (b),
T-Sim (c); tetramers assembled
with loops added after monomer
assembly: T-Seq1-L (d),
T-Seq2-L (e), T-Sim-L (f)
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RMSD values for the bundles with loops indicate
deviations in the range of 0.35 – 0.5 nm (Fig. 5b, I). T-
Seq1; The large deviation is due to TMD1 in T-Seq1-L (∼
0.43 nm) and T-Seq2-L (∼ 0.45 nm) shown in Fig. 5b, II
and III. TMDs 2 and 3 in both bundles almost not deviate
from each other. The RMSD values for TMDs of T-Sim-L
are in a close range (0.24 ∼ 0.30 nm) (Fig. 5b, IV). There is
a tendency for increased values in the order TMD2 <
TMD1 < TMD3. Indicating TMD2, which is pore lining to
exhibit the lowest deviation. The superposition of the initial
and final bundle for the structures with loops reflect the
RMSD data that at least one of the TMD outside the pore
has a large deviation, most likely TMD1. Less deviation is
observed for the second outer TMD and the pore lining
TMD.

Pore-radius analysis

The pore radii of the first 25 structures (covering five
hundred pico second simulation in steps of 20 ps, Fig. 7,
light lines) are compared to the radii derived toward the
end of the simulation, taking the last 25 structures in steps
of 20 ps for all the bundles (Fig. 7, thick lines). For T-Seq1
bundle, inside the membrane there are three local minima
in the initial structure (Fig. 7a, thin line), caused by rings
of Phe-87 (at −1.5 nm), Tyr-91 (at −0.5 nm), and Leu-94
(at 0.6 nm). The minimum pore radius is at Tyr-91, about
0.02 nm. Toward the end of the simulation only the region
around Leu-94 is closed causing a minimum pore radius of
0.05 nm. For T-Seq2 (Fig. 7b), minima are caused by His-
93 at position 0.3 nm and Leu-96 (at 1.2 nm). The
minimum pore radius is at His-93, with about 0.04 nm.
After 20 ns the pore radius is calculated to be around
0.02 nm around both, His-93 and Leu-96. T-Sim minima
cover the stretch along Gln-116 (position −0.7 nm), Tyr-
113 (position −0.1 nm), and Tyr-109 (position 1.0 nm) in
the initial configuration (Fig. 7c). The minimum pore
radius is at Gln-116, with about 0.026 nm. At the end of
the simulation the entire stretch around Tyr-113 to Gln-
116 retains a narrow pore passage with even Phe-105 at
position 1.75 nm closing in at the mouth of the pore
inducing almost a closure of the pore (minimum radius
0.03 nm).

The starting structure of T-Seq1-L bundle indicates a
very narrow passage around Tyr-91 at position 0.45 nm
with a minimum radius of 0.04 nm (Fig. 7d, thin line).
After 20 ns the whole pore collapses and the minimum pore
radius around Tyr-91 is at 0.013 nm (Fig. 7d, thick line). In
T-Seq2-L a smallest pore radius is found around Leu-85
(position −1.1 nm) with about 0.15 nm (Fig. 7e). Two more
space confinements are around Thr-89 (position 0.0 nm)
with a radius of 0.2 nm and His-93 (position 0.85 nm)
adopting a radius of 0.4 nm. During the simulation pore

confines around Thr-89 at around −0.2 nm with a radius of
0.04 nm. For T-Sim-L the minimum pore radius of initial
average structure is located at Tyr-91 at position 0.8 nm
with a radius of 0.04 nm (Fig. 7f). At the end of the
simulation the tyrosines have closed the pore. Constriction
is at 1.0 nm due to the flexibility of the aromatic side
chains.

Water molecules trajectories analysis

Water molecules do show three different kind of behaviors,
(i) they get trapped in the pore found for T-Seq1 (data not
shown), T-Sim-L, and T-Seq2-L (ii) they enter the pore on
either side and escape on the same side found especially for
T-Seq2 and T-Sim, and T-Seq1-L (iii) water molecules
traverse the pore completely as found only for T-Seq2-L (5
water molecules in total). Adding the loop to the bundles
results in pores with the likely hood of enabling a water
passage across the bundle.

Discussion

Biological considerations

Experiments with 3a have identified the protein as a
tetrameric unit enabling ion flux across the plasma
membrane of infected Xenopus oocytes [4] which can
also be inhibited by emodin [37]. Based on the experi-
mental evidence the idea is to suggest a potential channel
assembly based on experience in assembling smaller
channel forming proteins [15, 31, 38–40]. Similar to other
channel forming proteins such as Vpu from HIV-1 [41],
also 3a is reported to interact with host factors [42].
Therefore these proteins are also called accessory proteins.
The term implies that the presence of the protein helps the
virus, but the virus is not dependent on it. Based on
electrophysiological measurements the formation of chan-
nels cannot be ruled out at this stage and has to be
considered also for drug development.

Considerations about the assembly protocol

A specific protocol is used to generate the tertiary structure
of the TMD of a membrane protein [31]. It takes the
secondary structural elements of the TMD which are helices

Fig. 5 Root mean square deviation (RMSD) of the Cα backbones of
the bundle structures referring to the starting structure. T-Seq1 (gray),
T-Seq2 (light gray) and T-Sim (black in aI) are shown. The respective
RMSD values for the individual TMDs of each simulation (TMD1 in
light gray, TMD2 in gray, TMD3 in black) are shown separately (aII-
IV). RMSD values of the bundles including the loops are shown for T-
Seq1-L, TSeq2-L and T-Sim-L (b). Color coding and arrangement of
the panels like in (a)

�
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in this study and screens the interactions of these helices in
2D. Upon each positioning in 2D the potential orientation
of the side chains at each position is taken from rotational
library integrated in the program MOE. Each position is
allowed to relax via energy minimization prior to energy
calculations. Screening in 3D with a rigid body approach as
done by other programs (e.g., [43]) has been omitted due to
biological reasons as vertical movement of TMDs within a
lipid bilayer is very much limited. It is anticipated that, e.g.,
adjustment to lipid dynamics is rather achieved by changes
in tilt angles which is taken care of in the present assembly

approach. With the assembly protocol at hand it is possible
to evaluate different kind of routes of assembly.

Assembly of membrane proteins and especially the TMDs
can go two ways, either they are done ‘ab initio’, or they are
done taking biological considerations into account. The first
approach has been demonstrated to deliver results on other viral
channel proteins which are in agreement with experiments [31].
Another approach is to assume biological pathways such as
the TMDs once released from the translocon assembly step-
by-step, in a sequential way. After another short period of time
they find the other monomers to assemble finally in the

Fig. 6 Models of T-Seq1 (a),
T-Seq2 (b) and T-Sim (c),
T-Seq1-L (d), T-Seq2-L (e) and
T-Sim-L (f) are shown in their
starting conformation (green)
and after 20 ns of MD simula-
tion (red)
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functional form. In the protocol described at the stage of
assembling the tetramer, the concerted protocol is used. A
sequential assembly at this stage, however, does not need to be
ruled out. Assembly at this level may follow another biological
pathway: The monomer can be in equilibrium between “free”
and “raft” or “protein attached” states. Raft association has
been proposed for M2 [44] and Vpu [45]. Thus also a raft
attached state could be the seed for assembly of more
monomers. In addition, the same scenario could be followed
attaching to a host factor first or even to generate the covalent
link between two of these monomers. All of these routes
would be necessary to be taken into account. In the lack of
any information about these scenarios the concerted assembly
at this stage seems to be reasonable. It is assumed that the
approach samples all low energy structures which inevitably
impose constraints also on the “biological” pathways.

During the sequential assembly two routes are assumed,
from the C to N termini and the opposite direction. The
assembly route from C to N termini reflects the idea that
TMD1 escapes the translocon first, ‘diffuses’ away and

allows the other two TMDs to be assembled first. This idea
may be synonymous for a “loose” packing of the helices.
The opposite route takes its rationale from the consideration
that TMD1 may be retained near or at the translocon
despite the longer loop between the TMD1 and the
consecutive TMD2. Consequently TMD2 is manufactured
and assembled with TMD1, followed by the assembly of
TMD3. This route could be seen as a “constraint” packing.

Bundle and pore structure

All bundles in common are a pore lining TMD2 except for
the bundle without loops built from the monomer using the
simultaneous assembly protocol (T-Sim). TMD2 as the pore
lining domain creates a Tyr-only (using Seq1 and Sim with
loops) and a His/Tyr (Seq2) motif within the pore, whilst
TMD3 creates a Tyr/Gln motif (using Sim without loops).
A histidine within a pore has been found for M2 from
influenza A [46, 47] and is proposed for p7 from HCV [39].
Tyrosines lining the pore may rather be unusual. Tyrosines

Fig. 7 Pore radii calculated
using the software HOLE [56].
The values of the first 25 struc-
tures, covering 500 ps simula-
tion in steps of 20 ps, are
averaged and depicted in light
lines. A similar average has
been calculated covering the last
500 ps of the simulations (thick
lines). Models of T-Seq1 (a),
T-Seq2 (b) and T-Sim (c),
T-Seq1-L (d), T-Seq2-L (e) and
T-Sim-L (f) are shown
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may catch a cation via cation/π interaction [48] and impose
an ion trap along the pathway. Together with histidine this
energy we think may be overcome making the bundle
derived from Seq2 protocol the most likely one. Similar to
M2 in respect to the number of monomers it seems to be
likely that 3a may even be conducting protons rather than
ions or should at least be pH dependent in its mechanism of
function similar to the same proposal for p7 [39]. The Tyr/
Gln motif may adopt the same mechanism as assumed for
the bundle with the Tyr/His motif. At this stage it cannot be
discriminated which motif would be the most effective one
in respect to ion or proton conductance.

In a configuration of TMD2 the pore lining domain and
TMD3 at the outside allows conformational freedom to
enable covalent Cys-Cys linkage within the extramembrane
part (Cys-133 in [4]) of two monomers without constrain-
ing the packing of the overall bundle in respect to the pore
lining configuration.

Previously we have assembled in simultaneous mode,
and got TMD3 pore lining. With a ‘biological route’ we
suggest TMD2 pore lining.

Bundle dynamics

The results from the short equilibration dynamics of the
bundles without loops deliver the picture that the inner
helices of the bundles remain constrained relative to the
TMDs at the outside of the bundle facing the lipid
environment (T-Seq2, T-Sim). In all simulations of the
bundles generated with the loops TMD1 shows the largest
deviation from the starting structure whilst the values for
TMD3 go almost in concord with those for TMD2 (T-Seq1-
L, T-Seq2-L). This suggests that the assembly protocol
delivers a structurally stable pore motif whilst the outer
TMDs still need an extended equilibration. With the outer
TMDs adjusting during the MD simulation, the pore lining
TMDs are unaffected by the dynamics of the outer TMDs
for the bundles without loop. It further implies that the short
loop between TMD2 and TMD3 restrains the dynamics of
TMD3. The findings suggest that the outer TMDs could be
susceptible and allowing for some dynamics without
affecting the inner helices.

In respect to the dynamics of the TMDs, analysis of the
temperature (B) factor a series of crystal structures of
known channel and pore proteins reveals a pattern in which
helical TMDs surrounded by other helical TMDs show
lower temperature (B) factors [49–53]. In the case of the
mechanosensitive channel [54], the closed state model of
pentameric ligand gated ion channel (LGIC) [49] and the
glutamate receptor [51] a similar gradient of the tempera-
ture (B) factor for the TMDs across the membrane exists.
For the mechanosensitive channel lower factors are found
in the center of the TMDs and higher factors to both sides

whilst for pLGIC and the glutamate receptor the tempera-
ture factor decreases within the TMDs toward the extra-
membrane domain of the channel. These data suggest that
central TMDs adopt some rigidity whilst outer TMDs allow
for some dynamics.

Water molecules in the pore

During the short equilibration the pore radius in all models
fall below the radius of a sodium ion (e.g., 0.1 nm [55])
implying sever constraints onto the putative passage of
ions. Only the bundle generated according to Seq2 with
loops (T-Seq2-L) allows some water molecules to traverse.
The water molecules remain on the level of the ring of His-
93 for several ns before they leave the place in the other
direction. All bundles have in common that not only
hydrophilic stretches but also the rings of tyrosine
impose special constrains on the passage through the
pore. The findings for T-Seq2-L with water molecules
crossing the pore and tyrosines restricting the pore it is
likely that T-Seq2-L is the bundle of choice in this study.
It may further underpin the suggestion of 3a to be proton
conducting or at least sensitive to and triggered by the
pH of the environment.

The lack of a continuous water column, which exists
over the entire simulations in any of the bundles,
imposes the question what are the necessities to generate
and maintain such a column. At this stage it is speculated
that ions are necessary to “stabilize” the pore and similar
to the finding for the K+-channel are essential for ion
conductance.

At this stage any conductance of substrates has to be
ruled out making the protein rather more ion channel like
than pore like.

Role of the loops

Throughout the protocol we do not find a major impact of
the loops on the structural modeling. The only exception is
that in T-Sim TMD3 is suggested to be pore lining.
However in the light of missing dynamics of the loops
during assembly T-Sim may be rather a conformational
exception. This underpins the idea that structural features
can be independently modeled from the rest of the protein.
Any extramembrane parts can be added after assembly.
Possibly proteins are built in either of the environments,
hydrophilic or hydrophobic, and then assembled. This
leaves the question of the dynamics of the linker region
between these two segments open for debate.

It is evident that the bundles with loops added have
lower energy than those without loops. This is an indication
that the addition of the loops improves the stability of the
bundle.
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Conclusions

Modeling of a membrane protein from ab initio conditions
delivers a reasonable model of 3a prior to experimental
calculations. Model generation is based on a combination
of pure energetic considerations and the implementation of
biological manufacturing praxis. As expected the computa-
tional approach delivers not a single result but the plurality
can be reduced by considering further calculations on the
proposed structural models. At the current level of
calculations it is suggested that 3a adopts a bundle structure
with TMD2 facing the putative pore albeit a TMD3 pore
lining cannot be completely ruled out. The configuration
delivers a Tyr and/or His motif to line the pore. It is further
concluded based on the low pore radii generated by the
protocol that ions embedded within the pore may be
necessary to stabilize the pore and enabling ion flux. With
histidine as part of the pore motif, 3a may also be a proton
channel or at least sensitive or triggered by the pH around
it. The pore architecture as presented would rule out 3a to
be a substrate conducting pore.

Short equilibration runs using MD simulations are
indicative for an excellent packing of the inner helices.
The outer TMDs still need an extended equilibration to
adjust for the bundle architecture.

With the more complex architecture 3a must be able to
harbor a more precise activation mechanism. With this the
role of the channel protein could be more specific and
triggered by a more specific modulation mechanism
underpinning is status as an ion/proton channel rather than
a pore.
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Abstract In this work, the copolymerization of ethylene
and methyl acrylate (MA) as catalyzed by a new Ni-based
PymNox organometallic compound was studied computa-
tionally. We recently tested the behavior of this type of
catalyst in ethylene homopolymerization. Experimental
results show that the unsubstituted catalyst Ni2 (aldimino
PymNox catalyst) is unable to incorporate the MA
monomer, whereas methyl-substituted Ni1 (acetaldimino
PymNox catalyst) is able to achieve copolymerization. The
reactivities of both catalysts were examined using density
functional theory (DFT) models. Based on energy profiles
calculated at the BP86 level, a Curtin–Hammett mechanism
was proposed to explain the different reactivities of the
catalysts in ethylene/MA copolymerization. Our results
indicate that the methyl substituent Ni1 introduces addi-
tional steric hindrance that results in a catalyst conforma-
tion that is better suited to polar monomer incorporation.
This model provides insights into the design of new
catalysts to produce polar functionalized copolymers based
on ethylene.

Keywords Copolymerization . Organometallic catalysts .

Quantum chemistry . Ethylene and methyl acrylate
copolymerization . Functionalized polymers

Introduction

The copolymerization of a polar monomer with ethylene to
give a functionalized polymer significantly modifies the
properties of the ethylene homopolymer in terms of
compatibility, adhesion and rheology [1]. Hence, the efforts
of scientists working in the polyolefin field are currently
focused on finding new synthetic routes for functionalized
polymers under mild conditions.

Several copolymerization studies have examined the
production of copolymers from ethylene and functionalized
monomers using traditional Ziegler–Natta and metallocene
catalysts [2–9]. However, as a consequence of the high
oxophilicity of early transition metals, the activities of these
catalysts are substantially reduced. Metal centers are
deactivated by comonomers containing a heteroatom-
bearing functional group (hydroxyl, ester, carboxy and so
on), thus hindering the growth of the polymer chain.

Late transition metal catalysts are less oxophilic and are,
at first glance, more tolerant of polar groups. However, late
transition metal catalysts are best known to oligomerize
ethylene and propylene [10–12], since these metals gener-
ally favor β-hydride elimination reactions over insertion
ones. On the other hand, late transition metal catalysts have
attracted more attention since the discovery by Brookhart
and coworkers [13] of a new group of Ni(II) and Pd(II)
catalysts bearing bulky aryl α-diimine ligands, which allow
very efficient olefin polymerization. In these compounds,
bulky ancillary ligands slow down chain-transfer reactions,
leading to high molecular weight polymers. However, while
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the most expensive palladium α-diimine catalysts are able
to produce ethylene-acrylate or propene-acrylate copoly-
mers under certain experimental conditions, their nickel
α-diimine counterparts are easily deactivated by polar
comonomers [14, 15].

In contrast, nickel catalysts based on neutral ligands
exhibiting a mixed donor atom set (N,O or P,O) are good
candidates for copolymerization catalysts due to their less
electrophilic centers [16–19]. If we decrease the negative
charge density at the metal center, we would expect to see
an increase in activity, while the capacity of the above-
mentioned catalysts to incorporate polar comonomers
would be retained.

In line with this idea, we modified Grubbs’ salicylaldi-
minate catalyst design by replacing the anionic aryloxide
ligand with an electrically neutral but isostructural pyridine-
N-oxide fragment. The resulting 2-iminopyridine-N-oxide
ligand (PymNox) is isostructural to salicylaldiminate, but
gives rise to a cationic polymerization system [20].

Scheme 1 shows the skeleton structure of the PymNox
catalysts that have recently been synthesized and tested for
the copolymerization of ethylene with methyl acrylate.
Experimental results show that the activities of most com-
plexes decrease when methyl acrylate comonomer is added to
the reactor. The exception is the catalyst Ni1, which remains
active a long time after the introduction of the comonomer to
produce ethylene-methyl acrylate copolymer. NMR analysis
suggests that acrylate units and short CH2CO2Me branches are
inserted into the resultant copolymer [20].

So far, our approach, which combines experimental and
simulation studies, has proven useful for understanding the
mechanisms involved in polymerization processes [21–26].
Theoretical studies conducted by us and by other groups
have clarified the polymerization mechanisms of ethylene
[27–31], propylene [29–32], and the copolymerization of
ethylene and polar comononers containing oxygen and
nitrogen as heteroatoms [33–36] using nickel and palladium
α-diimine and salicylaldiminate complexes.

Based on DFT studies, Michalak et al. [33, 36] showed
that Ni(II) α-diimine catalysts are inactive in the copoly-
merization of ethylene and oxygen-containing polar mono-
mers, such as methyl acrylate (MA) and vinyl acetate (VA),
while palladium α-diimine complexes can catalyze copo-
lymerization reactions. Energy profiles indicate that the
polar monomers are bound by a carbonyl oxygen atom to

the nickel complexes, thus poisoning the active center.
However, vinyl π-complexes are preferred for palladium
catalysts, allowing comonomer insertion. It has been
proposed that the origin of this difference is mainly steric.
The same authors have shown that vinyl π-complexes are
preferred over oxygen complexes for both metals in neutral
salicylaldiminate ligands (Grubbs’ catalysts). In addition,
steric bulk ligands are necessary to weaken chelate bonds
between the metal and the polar group that might otherwise
poison the catalyst [36].

Here, we present a theoretical study of a new family of
cationic 2-iminopyridine-N-oxide nickel (PymNox) com-
plexes used in ethylene and MA copolymerization. Our
study was designed to gain insight into the factors that
control the mechanisms that allow ethylene and MA
monomers to insert into the metal center, and to find a
suitable explanation for the differences detected between
two different PymNox complexes. These complexes can
effectively be used as representative models of active and
inactive catalysts in ethylene–MA copolymerization,
respectively. The present work complements the results
already reported by our group on ethylene homopolyme-
rization using the PymNox system [37].

The article is organized as follows. In the next section,
we introduce the computational methods and the nomen-
clature used in this paper. After this, we present the most
relevant results concerning the geometries and energies of
the copolymerization mechanism for both catalysts. We
studied MA insertion, chelate stability, and isomerization
reactions. In the “Discussion” section, a global analysis of
the proposed Curtin–Hammett mechanism is performed.
Finally, a summary of the main conclusions of this study is
given.

Simulation details

Computational methods

All energies and geometries were calculated using the BP86
DFT method implemented in the Amsterdam Density
Functional (ADF) package [38]. This method uses local-
density approximations from Vosko–Wilk–Nusair [39],
along with nonlocal corrections for energy exchange from
Perdew [40] and correlation from Becke [41].

For all atoms, the innermost atomic shells were treated
within the frozen core approximation to minimize the
computational effort. The outermost shells were described
using a triple-ζ basis set plus a polarization function on the
nickel atom. A double-ζ basis set, augmented with a
polarization function, was used for the remaining atoms.

Transition-state geometries were obtained by employing
the LST (linear synchronous transit) method to locate anScheme 1 Ligand structure of 2-iminopyridine-N-oxide (PymNox)
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estimated saddle point along the path from reactant to
product. Subsequently, this “guessed” saddle point was
completely optimized according to the negative or smaller
eigenvector. Frequency calculations were performed to
check the nature of the identified stationary points. The
stationary points revealed a lack of imaginary frequencies,
confirming the presence of true minima on the potential
energy surface. Transition states were characterized by exactly
one imaginary frequency, visualizing the corresponding
eigenvector.

In the present model, the cocatalyst MAO creates the
active site by alkylating the catalyst precursor and remov-
ing one of the methyl groups. The cationic nickel species,
which has a vacant site in the coordination sphere, is then
taken as the starting point for the polymerization reactions
with the monomers. The growing alkyl chain was repre-
sented by an n-propyl group in the calculations.

Nomenclature

Scheme 1 shows the schematic cationic structures of the
two catalysts studied, which are called Ni1 and Ni2,
together with the schematic structure of the 2-iminopyridine-
N-oxide ligand.

The different structures presented in this study are
numbered starting from 1. 1 corresponds to β-agostic
n-propyl complexes, which are considered to be the resting
states for the propagation chain reaction.

Due to the asymmetry of the PymNox ligand, two
different paths must be considered in both catalysts, so
there are two different vacant sites for the coordination and
insertion processes (Scheme 2). The structures are cis
isomers when the n-propyl chain is on the same side as
the oxygen atom in the PymNox ligand. On the other hand,
when the n-propyl is opposite to the O atom, the structures
are the trans isomers.

In this sense, we also include a letter “c” for the
structures created during the polymerization process that
come from the initial cis isomers, irrespective of the alkyl
chain position. Consequently, the letter “t” is used for those
that come from the trans structures, as shown in Scheme 2.

On the other hand, during the copolymerization process,
different paths are initiated depending on the monomer type
and its coordination mode, as can be seen in Scheme 3.
There are two monomers that compete for the active sites of
the catalysts. The ethylene monomer can only coordinate in
one way to form a π-complex. However, the methyl

acrylate monomer is able to bind through its vinyl group,
forming an MA π-complex, and through its carbonyl O
atom, producing an O-bound complex.

Furthermore, there are two possible vinyl coordination
modes for the MA monomer. These are 1,2 or 2,1,
depending on whether the secondary atom binds to the
metal atom or to the Cα of the growing polymer chain, and
these lead to the 1,2 π-complex or to the 2,1 π-complex,
respectively.

Results

Previous results: ethylene polymerization

At this point, it is useful to summarize the main conclusions
of our previous work on ethylene homopolymerization with
these catalysts [37].

From a geometric point of view, we found some differ-
ences in the structures of the β-agostic resting states
associated with both catalysts due to the steric hindrance
introduced by the methyl substituent in the Ni1 catalyst [37].

Concerning the stability of these species, the cis-β-
agostic alkyl conformers (1c in Scheme 5), were 1.5 and
2.5 kcal mol−1 less stable than the trans ones (1t in
Scheme 4) for the Ni1 and Ni2 catalysts, respectively.
However, ethylene homopolymerization insertion barriers
were considerably lower for the cis pathway than for the
trans one by about 6 kcal mol−1 for both catalysts. Due to
this large difference between the insertion barriers, two
trans–cis isomerization mechanisms were considered.

First, trans–cis isomerization between the β-agostic
resting states was found to be very unlikely (it had a
barrier >25 kcal mol−1). On the other hand, isomerization of
the ethylene π-complexes presented energy barriers that
were considerably lower than the ethylene insertion barrier
(4.8 vs. 15.7 for Ni1 and 8.0 vs. 12.2 kcal mol−1 for Ni2),
so a Curtin–Hammett mechanism was proposed in this
case. Therefore, the trans-π-complexes are isomerized to
the cis one, and the insertion always takes place through
this pathway.

Methyl acrylate (MA) complexation and insertion

We studied the coordination and insertion of MA monomer
into the β-agostic alkyl resting state. As mentioned before,
there are three different coordination modes for the MA
monomer into the active species (see Scheme 3). Our
calculations show that 2,1 insertions lead to more stable
complexes than 1,2 insertions. Similar results were reported
by Michalak et al. [37] for MA insertion using α-diimine
nickel complexes. Thus, from now on, we only consider 2,1
insertion.Scheme 2 The cis and trans isomers of the PymNox nickel catalysts
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Scheme 3 Different coordination modes for ethylene and MA monomers into PymNox nickel catalysts

Scheme 4 Mechanism for MA
polymerization via the trans
pathway, as catalyzed by
PymNox nickel catalysts
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As was concluded in our previous work, a Curtin–
Hammett mechanism is proposed for the ethylene insertion
[37]. The trans–cis interconversion of the π-vinyl alkyl
complexes occurs more rapidly than the monomer insertion
step. In addition, the monomer insertion barrier is lower for
the cis pathway. Bearing in mind these results, the cis
pathway is always preferred. Thus, the 1t geometries
(Scheme 4) are the only isomers that can utilize the MA
or ethylene monomers in the (co)polymerization process.

The O-bound coordination mode of the MA monomer
into trans-alkyl β-agostic products leads to an O-complex
(see the 1t → 2t step in Scheme 4). The binding energies
are −12.6 and −13.8 kcal mol−1 for Ni1 and Ni2 catalysts,
respectively (see Table 1). On the other hand, the
corresponding binding energies for the 2,1 π-vinyl coordi-
nation mode are −7.1 and −9.0 kcal mol−1 for Ni1 and Ni2
complexes, respectively (see the 1t → 3t step in Scheme 4).
In these π-vinyl complexes, the π-bond of the MA lies

perpendicular to the Ni–Cα bond. In summary, O-
coordination is more favorable than 2,1-π-vinyl coordination
by 5.5 and 4.8 kcal mol−1 for the Ni1 and Ni2 catalysts,
respectively.

MA insertion from 3t intermediates occurs through the
transition states 4t, which are 24.6 and 20.6 kcal mol−1 less
stable than the corresponding π-vinyl complexes (3t) for
both Ni1 and Ni2 catalysts, respectively. The direct
insertion γ-agostic products (5t in Scheme 4) are −6.3
and −3.1 kcal mol−1 more stable than their corresponding
π-complexes, (3t in Scheme 4). These evolve to the most
stable β-agostic products (6t in Scheme 4), which are −10.6
and −11.0 kcal mol−1 more stable than the γ-agostic ones
for both catalysts.

Isomerization processes

The γ-agostic and β-agostic products formed after MA
insertion via the trans path are more stable than the
reactants. However, the energy barrier for this insertion
reaction is high for both catalysts (24.6 and 20.6 kcal mol−1

for Ni1 and Ni2, respectively). Furthermore, the O-bound
coordination mode is favored over the 2,1-π-vinyl one.
Thus, MA insertion seems to be very unlikely via this
pathway for both catalysts. In fact, it appears to deactivate

Table 1 Energy differences in kcal mol−1 associated with ethylene/
MA copolymerization processes catalyzed by PymNox complexes
(see Schemes 4 and 5)

trans pathway (Scheme 4)

Step Ni1 Ni2

ΔE

1t + MA → 2t −12.6 −13.8
1t + MA → 3t −7.1 −9.0
3t → [4t]# +24.7 +20.6

3t → 5t −6.3 −3.1
5t → 6t −10.6 −11.0
cis pathway (Scheme 5)

Step Ni1 Ni2

ΔE

1c + MA → 2c −9.7 −13.2
1c + MA → 3c −11.2 −10.6
2t → [2t–3c]# <7.0a <7.0a

2t→3c +4.4 +3.1

2c → [1c + MA]# +9.7 +13.2

2c → 3c −1.5 +2.6

3c → [4c]# +14.1 +10.5

3c → 5c −2.0 −5.6
5c → 6c −8.6 −7.2
6c → 8c −15.7 −16.4
8c → [9c]# n.a.b +10.6

8c → 10c −16.1 −18.2
10c → 11c −9.3 −5.2
11c → 13c −5.3 −8.1

Energy differences for the step A → B were calculated as ΔE = EB −
EA. All energies are electronic energies. # Transition state. Guides to
the number labels of the structures in the reactions can be found in
Schemes 4 (trans pathway) and 5 (cis pathway).a Estimated by LST
calculations. b Not available

Fig. 1 Energy profiles for the isomerization steps with the Ni1 and
Ni2 catalysts. Energies are given relative to those of the 2c isomer in
kcal mol−1
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the catalyst due to the formation of stable O-bound
complexes (2t).

Different isomerization mechanisms were studied based
on our previous results. In the first mechanism, we studied
the isomerization from trans-O-bound complexes (2t) to the
cis-2,1-π-vinyl (3c) in a single-step reaction (concerted
mechanism). The LST calculations for this reaction (2t →
3c) show high energy barriers for both catalysts (around
27.0 and 38.0 kcal mol−1 for Ni1 and Ni2, respectively).

An alternative isomerization mechanism was therefore
proposed (Fig. 1). The first step in that mechanism is the
trans–cis isomerization of the O-bound complex from the 2t
to the 2c species. It was found that the 2t species are 4.4 and
3.1 kcal mol−1 less stable than the 2c ones for Ni1 and Ni2
catalysts, respectively. The corresponding energy barriers for
this process according to LST calculations are estimated to
be lower than 7.0 kcal mol−1 for both catalysts (Fig. 1).

After that, a new isomerization from these cis O-
complexes (2c) to the cis 2,1-π-vinyl complexes (3c) can
occur. A geometrical rearrangement where the MA
becomes partially unbound from the metal center and
changes from an O-interaction to a 2,1-π-vinyl complex
takes place (2c → [1c–MA]# → 3c; see Fig. 1). The energy
barriers for this step are estimated to be 9.7 and 13.2 kcal
mol−1, respectively, for Ni1 and Ni2. The energy differences
between 3c and 2c isomers are −1.5 and +2.6 kcal mol−1 for
Ni1 and Ni2 catalysts. Remarkably, the energy barrier from
2c to 3c is 3.5 kcal mol−1 lower for the Ni1 catalysts.

According to these results, 3c isomers would be more
feasible for the Ni1 catalyst than for the Ni2 one. The
implications of these differences between the catalysts are
considered in the “Discussion.”

Methyl acrylate (MA) insertion after the isomerization
process

Regarding the 3c geometries, the π-bond of the MA
monomer lies perpendicular to the Ni–Cα bond. As can
be seen in Fig. 2, the Me-substituted catalyst presents a

distorted version of the planar structure formed by the metal
atom and the 2-iminopyridine-N-oxide ligand. The atoms in
the Ni2_3c species remain practically in the same plane.
This tendency is also observed in all of the structures
formed during the copolymerization processes of both
catalysts.

The MA insertion transition states 4c are, respectively,
14.1 and 10.5 kcal mol−1 higher in energy than the
corresponding π-complexes (3c) for Ni1 and Ni2 catalysts
(see Table 1 and Scheme 5). The γ-agostic products 5c are
−2.0 and −5.6 kcal mol−1 more stable than the
corresponding π-complexes (3c) for both catalysts. The
related β-agostic products 6c are −8.6 and −7.2 kcal mol−1

more stable than the γ-agostic ones (5c). These β-agostic
products are the new active species that allow the
polymerization process to continue, as will be presented
in the following subsection.

Ethylene copolymerization and the formation of chelates

In order to continue with the polymerization process, a new
ethylene monomer can be coordinated and inserted into the 6c
species (see Scheme 5). The coordination energies are −15.7
and −16.4 kcal mol−1 for Ni1 and Ni2 catalysts, respectively
(see Table 1).

In both 8c complexes, the π-bond of the MA is again
perpendicular to the Ni–Cα bond. The insertion energy
barriers are around 10 kcal mol−1 for the two catalysts.
These energy barrier values indicate that both catalysts would
be able to continue the polymerization process after a 2,1 MA
insertion. For both catalysts, the direct insertion products 10c
are found to be six-membered chelates with an interaction
between the inserted MA carbonyl O atom and the Ni atom
(see Fig. 3). These products are −16.1 and −18.2 kcal mol−1

more stable than their corresponding π-complexes (8c) for
Ni1 and Ni2, respectively.

Although these products are very stable, it was found
that the complexation of a new ethylene monomer into
these species leads to new π-complexes, 11c, which are

Fig. 2 Geometries of the MA
π-vinyl complexes for the Ni1
and Ni2 catalysts, showing a
significant out-of-plane
displacement of the Ni atom in
the Ni1 case
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more stable than the 10c species (see Table 1). In these
complexes, trigonal bipyramidal geometries are found
where the Ni atom has a coordination number of 5 (see
the Ni1_11c and Ni2_11c geometries in the “Electronic
supplementary material”). The five atoms involved in the
bipyramid that surround the Ni atom are the N and O atoms
of the PymNox ligand, the Cα atom of the polymer chain,
and the two carbon atoms of the new ethylene molecule.

The energy barrier to the insertion of the ethylene
monomer into these species has been estimated to be
around 10 kcal mol−1. The direct products of these new
insertions (13c) present a γ-agostic interaction between the
polymer chain and the metal atom, thus causing the square-
planar geometry to be recovered. These products are −5.3
and 8.1 kcal mol−1 more stable than their corresponding π-
complexes (11c) for Ni1 and Ni2 catalysts, respectively.

Scheme 5 Mechanism for MA
polymerization along the cis
pathway, as catalyzed by
PymNox nickel catalysts
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Discussion

The species that can continue the polymerization process
(resting states) during the ethylene–MA copolymeriza-
tion reaction were found to be the 1t geometries
(Scheme 4). Scheme 3 shows the different modes for the
coordination of both monomers into the catalysts. The O-
bound coordination (2t) is more stable than the 2,1-π-vinyl
MA coordination (3t) by 5.5 and 4.8 kcal mol−1 for Ni1 and
Ni2 catalysts, respectively. This O-bound coordination (2t) is
also more stable than ethylene-bound coordination by 1.3
and 2.0 kcal mol−1 for the Ni1 and Ni2 catalysts,
respectively.

On the other hand, MA insertions from 3t present
high energy barriers when following the trans pathway
(see Table 1). Similar results were obtained for the
ethylene insertion monomer [37]. According to this, we
postulate that insertion following the trans mechanism is
not viable.

In this sense, isomerization processes from 2t species
were proposed in order to find a feasible path for the
copolymerization process (Fig. 1). The equilibrium between
2t, 2c and 3c isomers was explored. The rate-limiting
barrier for this equilibrium is that for the 2c↔3c step,
which is 3.5 kcal mol−1 lower for the Ni1 catalyst than for
the Ni2 one.

Furthermore, in the case of Ni1, the 3c isomer is more
stable than 2c by −1.5 kcal mol−1, while in the Ni2 catalyst,
the difference in stability has the opposite sign: it is
+2.6 kcal mol−1. Thus, we suggest that the 3c species are
rarely reached in the case of the Ni2 catalyst, limiting the
comonomer insertion.

MA insertion into 3c for Ni1 catalyst can occur through
a 14.1 kcal mol−1 energy barrier. At this point, the Curtin–

Hammett mechanism has been suggested, because escape
from the 2t↔2c↔3c equilibrium requires 10.6 kcal mol−1

less energy when it occurs through the cis pathway instead
of the trans one (see Table 1 and energy profiles S1 and S2
in the “Electronic supplementary material”).

Growing copolymer chains formed after consecutive
insertions of MA/ethylene into Ni1 form six-membered
chelate structures with an interaction between the Ni atom and
the O atom of the polymer chain (Scheme 5 and Table 1).
These structures are able to continue the polymerization
process, as shown in “Ethylene copolymerization and the
formation of chelates.”

These differences between the catalysts can be related
to the geometries of the optimized structures. It is
apparent that MA monomer coordination in the Ni1
catalyst leads to distortion of the planar configuration
around the Ni atom into a pseudo-tetrahedral environ-
ment. It is also observed that this distortion does not
occur with the Ni2 catalyst, due to the lower steric
hindrance of the unsubstituted ligand. The square-planar
coordination persists around the Ni atom in the Ni2
catalyst (Cartesian coordinates for the geometries are
given in the “Electronic supplementary material”).

Conclusions

Computational studies of the cationic Ni-PymNox catalyst
that is employed to copolymerize ethylene with MA
comonomers as an alternative to the use of Grubbs’ neutral
catalysts are presented.

During the propagation chain step, the insertion takes
always place along the cis path, mainly for two reasons:
first, the high energy barriers found for ethylene and MA
monomer insertions along the trans pathway (3t → [4t]# →
5t); second, the isomerization steps between intermediate
complexes before insertions become feasible favor mono-
mer insertions via the cis pathway. Thus, we propose that
there is a Curtin–Hammett mechanism for the propagation
steps during the copolymerization, rather than an Cossee–
Arlman mechanism.

We have shown that the unsubstituted catalyst (Ni2)
is less amenable to the incorporation of MA because
the isomerization of the 2t species to the 3c isomer is
much less favorable than it is for the substituted catalyst
(Ni1). This finding is consistent with experimental
observations.

The methyl-substituted catalyst is able to incorporate the
MA monomer by coordinating with it through the π-system
(3c). The MA insertion step may compete with olefin
insertion. The steric effect exerted by the methyl group over
the aryl ring, which in turn modifies steric congestion
around the metal atom, appears to be the principal cause of

Fig. 3 Geometries of the six-membered ring chelates formed during
the copolymerization process. 10c shows pseudo-tetrahedral geometry
around the metal atom for the Ni1 catalyst, whereas 10c shows a
planar coordination around the Ni atom for the Ni2 catalyst
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this different behavior. These results are able to explain the
experimental observations of Campora et al. [20] that the
methyl-substituted catalyst incorporates small amounts of
MA as comonomer.
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Abstract MLEs derived from mycobacterium smegmatis
and seudomonas fluorescens share ∼76% identity and have
a very similar arrangement of catalytic residues in their
active site configuration. However, while they catalyze the
conversion of cis,cis-muconate to the same achiral product,
muconolactone, studies in deuterated solvent surprisingly
show that the cyclo-isomerization proceeds with the
formation of a chiral product. In this paper we discuss
the application of DFT QM/MM calculations on both
MLEs, to our knowledge the first reported in the literature
on this protein. We investigate the proposal that the base
involved in the catalytic reaction is the lysine residue
found at the end of the 2nd strand given: (a) that the lysine
residue at the end of the 6th strand is in an apparently
equally effective position to catalyze reaction and (b) that
the structural related epimerase in-fact achieve their
stereo-specific outcomes by relying on either the base
from the 2nd or 6th strand.

Keywords Enolase family . Hybrid QM/MM methods .

Muconate lactonizing enzymes

Introduction

The enolase superfamily has received a considerable
amount of attention from a biochemical perspective
recently as it has helped to illustrate the complexity and
redundancy in enzyme evolution [1–3]. Muconate lactoniz-
ing enzymes (MLEs) are interesting members of this
superfamily which catalyze the conversion of cis,cis-
muconates to muconolactones. Sakai et al. [4–6] have
recently reported data on two different MLEs derived from
mycobacterium smegmatis and seudomonas fluorescens,
that share ∼76% identity. These proteins catalyze the same
chemical reaction (Scheme 1), but involve a stereochemi-
cally distinct reaction mechanism even though the product
is achiral. Studies in deuterated solvent have established
that cyclo-isomerization catalyzed by mycobacterium smeg-
matis (anti-MLE) proceeds along an anti-stereochemical
course, whereas seudomonas fluorescens (syn-MLE) cata-
lyzes the syn-stereochemical course.

MLEs are Mg2+ containing metallo-proteins consisted
of ∼370 amino acids arranged into a TIM barrel-like α/β
protein fold. The Mg2+ is found deep within a non-solvent
exposed cavity, coordinated by 2 aspartate and 1 glutamic
acid residues, a single water molecule and the substrate, in a
distorted octahedral form. The carboxylate of cis,cis-muco-
nate binds across the Mg2+ ion in conformations that display
mirror-like symmetry in the two different proteins (Fig. 1).
The 2nd carboxylate group of cis,cis-muconate interacts with
residues toward the rear of the pocket, glutamine and
threonine in anti-MLE and histidine and threonine residues
in syn-MLE. Two Lys residues, located on the 2nd and 6th
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strands, are sufficiently closed to the substrate alpha carbon
to act as the general base in the reaction.

Structural information has proved crucial to understand the
sequence of events that lead to the chiral products in
deuterated solvent. Sakai et al. have determined X-ray crystal
structures of the product state (muconate lactone), for both
syn- and anti-proteins, and have used these to identify the
most probable base in the catalytic reaction. They propose
that the identity of the base in both proteins is the Lys
residue at the end of the 2nd strand that explains the
stereochemical aspects of the reaction. This result is
interesting given members of the structurally related epim-
erase sub-class achieve their stereo-specific outcomes by
relying on either the base from the 2nd or 6th strand.
Furthermore, analysis of the interaction distances between
the nitrogen atoms of the two possible bases and the product
α-carbon in both MLE PDBs (Table 1) simplistically
suggests that Lys on the 6th strand is more likely to be the
base in syn-MLE (3.03Å vs 3.57Å). This however would
not explain the stereo-chemical differences in the reaction.
Additionally, it is not known if a stable enolate anion does in
fact exist as a meta-stable intermediate in the reaction.

Computational chemistry can play an important role in
understanding protein function since it enables us to
simulate events at an atomic level. In this study we apply
hybrid quantum mechanics/molecular mechanics (QM/
MM) calculations to probe aspects of MLE function and
gain further insight into the catalytic events in both anti-
and syn-MLEs that lead to the observed stereochemical
differences. In the QM/MM technique the active site
residues that undergo chemical change, or directly influence
the sequence of events in the catalytic reaction, are treated
using more accurate QM methods, while the remainder of
the protein is treated using less rigorous, but more
computationally efficient MM methods. The QM/MM
calculations performed here rely on the ONIOM method-
ology [7, 8] using the electrical embedding scheme. Here
the total QM/MM energy of the system is computed in a
subtractive fashion as given in the following equation; QM
energy of the active site region, or “model”, plus the MM
energy of the “real” or whole protein system, minus the
MM energy of the model region. For more extensive
reviews of the QM/MM technique see the following
references [9–12].

EQM=MM ¼ EQM�EE modelð Þ þ EMM realð Þ � EMM modelð Þ ð1Þ

QM/MM methods have been applied to study the
enolase family member phosphoenolpyruvate. This protein
contains two Mg2+ ions in the active site and the
mechanism involves the two separate CH proton abstrac-
tion steps. Liu et al. [13] reported QM/MM free energy
perturbation barrier heights of ∼13.1 kcal mol-1 for the
initial proton abstraction step, resulting in a stable enolate
intermediate of ∼5 kcal mol-1. Decomposition of the
intermediate by abstraction of a further proton from the
β-carbon was found to require ∼9 kcal mol-1. The stability
of enolate intermediates has also been investigated by Van
Der Kamp et al. [14] in the unrelated protein citrate
synthase. They find that proton abstraction from the α-
carbon of oxaloacetate requires ∼10.2 kcal mol-1 and results
in a stable intermediate ∼8 kcal mol-1 higher in energy than

Scheme 1 Reaction mechanism proposed by Sakai et al. for anti- and
syn-MLEs. Two proximal Lys residues exist in both active sites, which
could potentially lead to the formation of either the syn- or anti-
products. In fact, while both proteins catalyze the formation of the
same natural precursor, they lead to the formation of different chiral
products based on experiments performed in deuterated solvent. It is
also unclear whether the enolate intermediate proposed by Sakai et al.
is a stable intermediate during the reaction

Fig. 1 A comparison of the
anti- (blue) and syn-MLE
(green) proteins (left) and active
site regions
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the reactants. While the mechanisms differ considerably
from MLE, the results discussed above serve as useful
benchmarks for studies on MLEs.

In this paper we discuss the application of QM/MM
calculations to MLEs, to our knowledge the first reported in
the literature on this system. The goal of this study is to
help conclusively prove the identity of the base in the anti-
and syn-MLE proteins given the contrasting way related
enolase family member achieve stereo-specific catalysis
and the apparent ambiguities from an analysis of the X-ray
interactions distances between possible bases. We are also
interested in assessing whether an explicit enolate anion
exists as a reaction intermediate as found in other enolases,
or as a transition state.

Computational details

The crystal structures of anti-MLE (pdb accession code:
3DG6) and syn-MLE (pdb accession code: 3DGB) were
downloaded from RCSB protein data bank and prepared as
follows. Cofactors, ions, and water molecules beyond 15Å

of the active site were deleted. Missing side chain data from
both PDB structures as well as hydrogen atoms were added
using Discovery Studio 2.5 according to the CHARMM 22
forcefield. The protonation states of ionizable residues were
determined by visual analysis. Ligand charges were
determined using the AM1BCC method and parameters
according to the Accelrys CHARMm forcefield. Both
proteins were solvated in a box of TIP3P water with a
minimum distance of 7Å between the protein and box edge
(i.e, 14Å between proteins in a periodic box). Counterions
were added to neutralize the system. Default non-bonded
cut-offs of 12Å were used in all MM simulations.

Due to the difficulty in accurately simulating metallo-
proteins using MM methods, the Mg2+ ion, its three
chelating carboxylate groups and one water molecule were
harmonically restrained to their X-ray positions during all
of the MM preparation steps. MM optimization was
achieved in three distinct steps. All optimizations were
performed in Discovery Studio 2.5 [15] using the smart
optimizer conditions and an RMS gradient below 0.1 kcal
mol-1. These were; (1) optimization of hydrogen atoms only
followed by (2) optimization of all amino acid side chain

Table 1 Predicted and experimental distances observed for the conversion of cis,cis-muconate to muconolactone during the MLE catalyzed reactions.
Distances are reported in Å

Distances Structures

Anti-MLE Reactant Syn-TS Syn-Product Anti-TS Anti-Product X-ray (product)

Mg−O(ASP191) 2.35 2.47 2.30 2.41 2.22 2.08

Mg−O(GLU217) 2.02 2.02 2.00 2.01 2.02 1.96

Mg−O(ASP242) 2.00 2.01 1.95 2.02 2.05 2.19

Mg−O(Sub) 2.31 2.29 2.23 2.17 2.23 2.16

Mg−O(Sub) 2.21 2.12 2.49 2.22 2.36 2.29

Mg−O(WAT) 2.06 2.06 2.10 1.99 1.99 2.20

C(Sub)−N(LYS162) 3.11 3.39 3.45 2.99 3.04 3.03

C(Sub)−N(LYS266) 3.66 3.03 3.87 3.56 3.66 3.57

C(Sub)−HN(LYS162) 2.25 2.47 2.67 1.90 1.10 -

C(Sub)−HN(LYS266) 2.92 2.10 1.09 2.81 2.90 -

O(Sub)−H(GLN294) 1.86 1.90 2.01 1.84 1.88 -

Syn-MLE Reactant Syn-TS Syn-Product Anti-TS Anti-Product X-ray (Product)

Mg−O(ASP197) 2.59 2.62 2.27 2.72 2.65 2.34

Mg−O(GLU223) 1.99 2.02 2.01 2.02 2.00 2.33

Mg−O(ASP248) 2.04 2.03 2.10 2.02 1.95 2.24

Mg−O(Sub) 2.15 2.07 2.16 2.16 2.03 2.42

Mg−O(Sub) 2.22 2.22 2.49 2.11 3.37 2.96

Mg−O(WAT) 1.99 2.00 1.99 1.98 1.97 1.79

C(Sub)−N(LYS168) 3.66 3.07 3.60 4.24 4.26 4.22

C(Sub)−N(LYS272) 3.55 4.02 3.81 2.72 3.31 3.45

C(Sub)−HN(LYS168) 2.80 2.00 1.09 3.33 3.31 -

C(Sub)−HN(LYS272) 3.13 3.77 3.42 1.93 1.10 -

O(Sub)−H(HIE21) 1.78 1.86 1.88 1.89 1.82 -
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atoms and solvent molecules and finally (3) optimization of
all atomic coordinates. This setup is equivalent to the
default protein preparation procedure to prepare protein X-
ray structures for docking, molecular dynamics or QM/MM
in the modeling package Maestro [16].

The MM optimized coordinates were then used in a
subsequent short molecular dynamics (MD) step to help
minimize any high energy contacts that are often present in
X-ray protein structures. Atoms beyond 10Å of the active
site were harmonically restrained. MD was performed in
two stages; (a) heating from T=0 to 300K over 200 ps. (b)
equilibration for 800 ps. Simulations were performed using
the default CHARMM settings in Discovery Studio 2.5.
These stages include a time step of 0.001 ps., NVT
conditions, 12Å non-bonded cut-offs and particle mesh
Ewald [17]. The flexible atoms from the final MD step
were subsequently re-optimized and used as input for QM/
MM calculations.

All QM/MM calculations were performed using the
ONIOM methodology developed by Morokuma and co-
workers as implemented in Gaussian 03 [18]. A QM region
has been selected so that key polar residues that directly
interact with the substrate over the course of the reaction
are included explicitly. For anti-MLE 70 atoms are treated
QM consisting of the side chains of; SER23, THR54,
LYS162, ASP191, GLU217, ASP242, LYS266, GLN294,
the Mg2+ ion and the substrate. For syn-MLE 76 atoms are
treated QM consisting of the side chains of; HIE21,
THR140, LYS168, ASP197, GLU223, ASP248, LYS272,
the Mg2+ ion and the substrate. The side chains of the
following active site residues were treated flexibly with the
rest of the system being fixed (anti-MLE: PHE21, PHE53,
LYS160, ASN193, ILE295; syn-MLE: ILE53, THR58,
LYS166, ASN199, THR300, LEU302, GLU326,
PHE328). All water molecules were removed for compu-
tational efficiency except the water molecule that chelates
Mg2+.

The M05 functional developed by Zhao et al. [19, 20]
has been used in these calculations as it has been shown to
be more effective than the popular B3LYP method for
describing aspects of non-bonded interactions. The 6-31G(d)
basis set was employed for geometry optimizations. Single
point energies on stationary points being characterized
using the 6-311+G(d,p) basis set. The MM region was
treated using universal Force field (UFF) in conjunction
with CHARMM partial charges. The reaction coordinates
of both possible bases, in both proteins, have been
estimated by the stepwise variation of the C-O and C-H
bonds between their reactant and product configurations.
Due to the large memory requirements of Gaussian 03
with MM regions of this size (>5000 atoms) transitions
states were characterized as saddle points by doing a
frequency calculations of the optimized QM region

coordinates only. ONIOM optimization has been per-
formed using default settings; fixed link atom positions
and involves the electrical embedding of MM charges
into the QM calculation.

Results and discussion

In our attempt to confirm the identity of the catalytic base
in the anti- and syn-MLE proteins, we have determined the
minimum energy structures for the reactants and both the
anti- and syn-products in both proteins. As the products
may be dictated by kinetic factors, we have also determined
the potential energy surface between reactant and products
to estimate the reaction barriers and also to assess the
possibility of an explicit enolate anion existing during the
course of the reaction.

X-ray versus QM/MM structures

Firstly we analyze the differences between the two different
product structures for each protein, which differ only in
terms of the position of a single proton, and compare these
to the corresponding heavy atom coordinates reported in the
respective X-ray structure PDB files. The expectation is
that the most thermodynamically favorable QM/MM
coordinates will be more similar to the original X-ray
structure and that the corresponding base will give rise to
the expected stereochemical outcome.

Analysis of the RMSDs of the QM/MM optimized active
site regions of the two possible products could potentially
be used to identify which base is involved in the catalytic
reaction. One would expect that the optimized product that
displays the lowest RMSD to the experimental X-ray
structure would identify which base is involved in the
reaction. Listed in Table 1 are the key geometrical
parameters associated with the stationary points. While
the optimized QM/MM structures of both products for both
anti- and syn-MLE proteins, display Cα RMSDs of<0.05Å
to the corresponding X-ray structure, the flexible QM and
MM heavy atoms in the QM/MM system understandably
display larger differences in structure. Note, supplementary
information Fig. S1 displays the overlay of (a) the original
X-ray coordinates, (b) the MD output structure and (c) the
QM/MM optimized geometries, highlighting the rather
small differences between them. For syn-MLE we find that
the product structure involving the base which leads to the
syn-product (Lys-168 located on the 2nd strand) has a lower
RMSD than that formed with Lys-272, which results in the
anti-product (RMSDs of 0.36 vs 0.56Å). Furthermore, we
also find that the anti-product formed within the anti-MLE
active site has a lower overall RMSD that that of the syn-
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product (0.58 vs 0.63Å) suggesting that the 2nd strand
lysine, Lys-162, is the base in this reaction and not Lys-266
located on the 6th strand.

Looking in more detail at the product structures (Table 1)
we observe that the key interacts made in the anti-anti
product are clearly in better agreement with the X-ray
coordinates than the anti-syn product. However, for syn-
MLE both products show distances considerably more
variable from the X-ray structure. In fact, the configuration
of the Mg2+ ion and its ligands in the syn-MLE QM/MM
models is more similar to that observed for the anti-MLE
products. It is possible that this artifact may have arisen
from the fitting of the atomic solution of syn-MLE to its
electron density. In fact, the Mg-O distances observed in the
syn-MLE X-ray structure appear considerably longer than
the experimentally expected values of ∼2.1Å [21]. Con-
trasting the two experimental anti- and syn-MLE X-ray
structures (Table 1 and Fig. 1) we can see that Mg2+

coordination in the syn-MLE structure is much weaker than
in the anti-MLE. Interestingly, the QM/MM optimized syn-
product of syn-MLE display interactions that are more
comparable to the experimental anti-product.

Assessment of the relative QM/MM energies shows that
the anti-MLE anti-product (anti-anti product) is lower than
the corresponding anti-MLE syn-product (anti-syn product)
by 26.1 kcal mol-1. Thus, from a purely thermodynamic
perspective we would expect Lys-162 to act as the catalytic
base since it leads to the lowest energy product and will
lead to the known stereochemical outcome. In addition, the
energetic differences between the syn-syn product and syn-
anti product shows that the former is favored by 19.8 kcal
mol-1. Thus, from a purely thermodynamic perspective, we
would expect Lys-168 to act as the catalytic base since it
leads to the lowest energy product and the known
stereochemical product.

To try and decipher the contribution electrostatics and
van der Waals interactions, as well as protein pre-
organization, we subsequently performed gas phase single
point QM calculations on each of the QM/MM optimized
product geometries. Analysis of the contributing terms to
the QM/MM energy reveals that the Van der Waals term is
essentially constant for structures obtained in the two
different protein models. The gas phase QM single point
energies show that both the syn-syn and anti-anti products
are still preferred in the gas phase suggesting active site
pre-organization is important (ΔE between syn-syn and
syn-anti products are −26 vs −33 kcal mol-1 at QM/MM
and QM levels respectively; ΔE between anti-anti and anti-
syn products are −20 vs −6 kcal mol-1 at QM/MM and QM
levels respectively). Interestingly, the inclusion of the
protein electrostatic term has a much greater effect in
stabilizing the anti-anti product over the anti-syn product
since the difference in QM energy is just 6 kcal mol-1 in the

gas phase calculation but 20 kcal mol-1 in the protein. In
contrast, the difference in energy between the syn-syn and
syn-anti product is somewhat larger in the gas phase than in
the protein calculations. This might suggests that the two
proteins achieve their product selectivities in subtly
different ways, anti-MLE relying more on organizing its
active site to favor the anti-product conformation and syn-
MLE by preferentially stabilizing the syn-product as a result
of its particular electrostatic characteristics.

QM/MM reaction energetics

The QM/MM calculations performed here on the two
possible products formed by both anti- and syn-MLEs
appear to confirm the identity of the catalytic bases in the
reaction from both a structural and energetic perspective.
However, it is also desirable to assess the reaction barriers
associated with the two possible bases in each protein to
rule out any differences that might affect the reaction
products from a kinetic perspective. We have therefore
mapped out the potential energy surface between reactants
and both possible products in anti- and syn-MLE proteins.
From this we have estimated the reaction barriers for each
process and these results are summarized in Fig. 2. The full
potential energy surfaces for the syn-syn and anti-anti
processes are summarized in Fig. 3.

The overall QM/MM results summarized in Fig. 2 show
that the barriers to reaction associated with the anti-anti
product is 11.6 kcal mol-1 lower than the corresponding
anti-syn product. Similarly, we observe a 13.0 kcal mol-1

difference between the syn-syn and syn-anti products of
syn-MLE. These results clearly suggest that the basic
residues involved in the reaction are located at the end of
the 2nd strand of both anti-MLE and syn-MLE,
corresponding to Lys-162 and Lys-168 respectively. From

Fig. 2 Relative M05/6-31G(d):UFF optimized energies for the ant-
and syn-products in both anti- and syn-MLEs. a-a refers to anti-
product and a-s refers to syn-product of anti-MLE. For syn-MLE, s-s
refers to syn-product and s-a refers to anti-product
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an analysis of Fig. 3 it is also apparent that the reaction
proceeds along a concerted pathway with both C-O bond
breaking and proton transfer to Lys-162. In contrast the
process in syn-MLE appears to proceed along a more
stepwise route, with C-O bond breaking occurring before
proton transfer to Lys-168.

The theoretical QM/MM DFT models employed have
helped to confirm the identity of the base in the reaction
using. We were also therefore interested in understanding
whether an explicit enolate anion exists in the active site of
either protein. To determine whether the enolate was a
stable stationary point within the protein we took the
relevant structure obtained from the QM/MM potential
energy scans (i.e, the structure having a C-O bond formed
but a long C-H bond). This constrained structure was

subsequently fully optimized QM/MM using the conditions
as used for the other stationary points obtained in this study.
In the case of both syn- and anti-MLE this enolate-like
structure decomposed to the muconolactone by accepting a
proton from the active site lysine residue which leads to the
forming of the C-O bond. While this result would appear to
suggest that an explicit enolate anion does not exist in these
proteins further work is needed to prove whether this high
energy structure is truly a stable stationary point or not.
These calculations would necessitate additional polarization
and diffuse functions as well as full frequency analyses
given that the structure is likely to occupy a shallow energy
minimum.

Conclusions

In this paper we discuss the application of DFT QM/MM
calculations on cis,cis-muconate lactonizing enzymes, to
our knowledge the first reported in the literature. QM/MM
methods have been used to determine the reaction energetics
associated with the conversion of cis,cis-muconate to
muconolactone in both anti- and syn-MLEs. We have
investigated the proposal that the base involved in the
catalytic reaction is the Lys residue found at the end of the
2nd strand, rather than a Lys residue 6th which is almost
equally well positioned.

Our QM/MM results show that the expected mucono-
lactone anti-product derived from anti-MLE is (a) closer to
the X-ray structure in terms of RMSD, (b) lower in energy
and (c) has a lower barrier to reaction than the
corresponding syn-product. Our results also show that the
syn-product derived from syn-MLE also displays a lower
RMSD to the original X-ray coordinates, is lower in energy,
and has a lower barrier to reaction than the corresponding
anti-product. Thus, for anti-MLE we find Lys-162 to results
in the lowest energy reaction and Lys-168 for syn-MLE.

The theoretical calculation performed here have helped
to confirm the identity of the basic residues involved in the
MLE reaction originally proposed by Sakai et al. through
indirect means from an analysis of the products produced in
experiments performed in deuterated solvents. Our results
show that although the basic Lys residues located on the 6th

strand in both MLEs are almost equally well positioned to
accept a proton, however, it is the base located on the 2nd

strand that is thermodynamically and kinetically more
favorable, as well as giving the optimized QM/MM product
closest to the original X-ray structure.
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Abstract We measured the self-diffusion coefficients of
water in a Nafion membrane and two sulfonated poly-
ethersulfone (SPES) membranes with varying ion-exchange
capacities (IEC) in terms of relative humidity using the
pulse field gradient NMR (PFG-NMR) technique. The self-
diffusion coefficients were plotted against the number of
water molecules per sulfonic acid group, 1, and compare
these values with the results of molecular dynamics (MD)
simulations. Classical MD simulations for all membranes
were carried out using a consistent force field at 1=3, 6, 9,
12, and 15. The dynamic properties of water (H2O) and
hydronium (H3O

+) on a molecular level were estimated as
self-diffusion coefficients and residence times around a
sulfonate group (SO�

3 ). The diffusion coefficients of H2O
and H3O

+ followed the order, Nafion>SPES with IEC=1.4
>SPES with IEC=1.0>SPES with IEC=0.75, which
agreed with the experimental data. The residence time
distribution of H2O around SO�

3 in Nafion was in the range
of 1–6 ps, whereas H2O in the SPES exhibited a residence
time of greater than 20 ps.

Keywords Molecular dynamics . Nafion membrane .

Sulfonated polyether sulfone membrane . Proton exchange
membrane fuel cell . Aqueous phase structure

Introduction

Proton-exchange-membrane fuel cells (PEMFC) convert
chemical energy to electrical energy with high efficiency
and minimal pollution. Because the PEM for conducting
protons between electrodes is a critical component for the
performance of PEMFC, it is essential to understand the
dynamic properties of protons and the fundamental process
of proton transport in the membrane.

Several membranes have been considered for practi-
cal use in PEMFCs. Proton conductivity and water
diffusion in hydrated Nafion have been examined by
different kinds of experimental approach. Zawodzinski et
al. [1] determined proton diffusion coefficients from
conductivity measurements and proton diffusion coeffi-
cients from pulse field gradient NMR (PFG-NMR) in
Nafion at various levels of hydration (1 ranging from 2 to
22). These authors suggested that structural diffusion
without displacement of protons is enhanced at higher 1
because of better connectivity of the water channel.
Pivovar and Pivovar [2] also reported the dynamic
behavior of water in Nafion using quasi-elastic neutron
scattering (QENS). The diffusion coefficents using QENS
are about ten times greater than those reported by PFG-
NMR. The reason for the difference between these
methods is the time-dependent behavior of diffusion
coefficients [3].

Proton transport and water diffusion in hydrated Nafion
have also been examined by numerous molecular modeling
studies [4–8]. In these papers, the residence time and
diffusion coefficient of water in Nafion have been related to
changes in the nanostructure of the water channel [9]. In
addition, the dynamic properties of water, and the structure
of the water channel with each hydration were in good
agreement with experimental results.
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Although Nafion is one candidate for practical use of
PEM, sulfonated hydrocarbon polymers such as polysul-
fones [10], polyimides [11], and poly(ether ketone)s [12],
etc. have been developed as alternatives to perfluorinated
membranes due to their good properties. However, relatively
few attempts have been made to understand the proton
transport mechanism of these hydrocarbon polymers. Sim-
pler sulfonated polyethersulfone (SPES) membranes serve as
the starting point for our understanding of the proton
transport mechanism in hydrocarbon systems.

The effect of hydration on the nanostructure of Nafion
and SPES membranes has already been described in the
first part of our work regarding the radial distribution
function and cluster size distribution [13]. We examined the
effect of hydration on membrane nanostructure and showed
that water and hydronium ions in SPESs are bound strongly
to the sufonate group for a lower 1 compared with that of
Nafion.

In the present work, we report data on the self-diffusion
coefficient of water in both Nafion and SPES membranes
using PFG-NMR experiments and molecular dynamics
(MD) simulations. In particular, we discuss the differences
between the dynamic properties of Nafion membranes and
those of SPES in terms of both experimental results and
classical MD simulations with an all-atom force field at
various hydration levels. In addition, the mean residence times
of H2O and H3O

+ were calculated from these simulations.
Particular attention was given to the ion-exchange capacity
(IEC) of SPES and water content. On the basis of these
parameters, the dynamics of H2O and H3O

+ are discussed
from the perspective of the self-diffusion coefficient and
residence time.

Experimental and computational methodology

Commercially available perfluorinated Nafion membranes
(NR-212) were purchased from DuPont (http://www2.
dupont.com) and used as received. SPES of a
hydrocarbon-type polymer membranes with different
IEC values were obtained from Sumitomo Chemical
(http://www.sumitomo-chem.co.jp/english/). These mem-
branes were the same as those used in the first part of our
paper.

The membrane was cut into thin 2.5×5 mm rectangular
strips. Pieces of the cut membrane were immersed in a 3%
H2O2 aqueous solution at 353 K for 1 h, and then rinsed
with deionized water at 353 K for 1 h. Next the membranes
were immersed in a 1.0 M H2SO4 aqueous solution for 1 h
and rinsed with deionized water at 353 K for 1 h. After
removing surface water by filter paper, eight cut pieces of
the membrane are put into a glass tube (4 mm outer
diameter, 40 mm long). To avoid the properties of the

membranes from being affected by the application of heat
to the membrane, the membranes were not dried. Because
SPES with IEC=1.4 meq/g cannot maintain the solid
state in a 1.0 M H2SO4 aqueous solution, we report
diffusion data for only two SPES membranes with IEC=
1.0 and IEC=0.75 meq/g.

To control the water content of the membranes, we used
a humidity chamber (Tabai Espec, Osaka, Japan).
Relative humidity (RH) was set at 50, 60, 70, 80, 90
and 95% at 30°C. The experimental diffusion data were
displayed as a function of the number of water molecules
per sulfonic acid group (1). The 1 value was calculated
from the IEC and water content.

To estimate the 1H self-diffusion coefficient of water, all
measurements were performed with a narrow-bore NMR
spectrometer (JEOL ECA-500) at 11.7 T equipped with a
maximum gradient strength of 1,330 G/cm. The self-
diffusion coefficients were measured with the bipolar pulse
longitudinal eddy-current-delay pulse sequence with half-
sine-shaped gradient pulses [3]. The diffusion time of the
experiment was a pulse sequence of 20 ms.

We performed MD simulations with the LAMMPS code
(http://lammps.sandia.gov) from Plimpton at Sandia [14].
The forcefield selected for this study is a simplified
consistent forcefield (CFF), which is a second generation
forcefield [15] similar to COMPASS [16]. The molecular
modeling and forcefields parameter used were the same as
those used in the first part of our paper [13]. The equations
of motion were integrated using the Verlet algorithm [17]
with a time step of 1.0 fs, and the particle-particle particle-
mesh method [18] was employed to calculate electrostatic
interactions. For each of the different systems, the MD
simulation was performed at 313.15 K, which is the same
temperature used in the water uptake and proton conduc-
tivity measurements. The simulations were performed as
follows: the systems were first equilibrated for 1 ns with a
step of 1 fs using the NVT ensemble (fixed volume and
Nose-Hoover thermostat [19–22]). This was followed by a
15-ns MD simulation using the NPT ensemble (fixed
pressure at 101,325 Pa and Nose-Hoover thermostat). The
trajectories obtained from the last 5 ns of the NPT
ensemble, measured every 5 ps were used for computing
the dynamic properties.

Results and discussion

Self-diffusion coefficient

Although the results obtained from the MD simulation did
not provide insight into the proton-hopping mechanism,
investigation of water diffusion in the system was useful for
understanding water behavior in PEMs. Protons are trans-
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Fig. 1 a,b Mean square
displacement (MSD) of 1=3
plotted as log versus log time.
The red solid line is the
calculated region for the
diffusion coefficient. a H2O, b
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+
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ported in the polymer by the displacement of water—the
so-called vehicle mechanism, which is estimated from the
diffusion coefficients based on the mean square displace-

ment (MSD) values of H2O and H3O
+ against elapsed time.

The mean square displacement of 1=3 is plotted as log
versus log time (see Fig. 1 for an example). The diffusion

1 D(exp.)[10−9 m2/s] D (H2O) [10
−9 m2/s] D (H3O

+) [10−9 m2/s]

Nafion

2.38 0.0893 - -

3 - 0.0601±0.0023 0.00165±0.00018

3.65 0.193 - -

4.46 0.255 - -

5.55 0.337 - -

6 - 0.273±0.003 0.0198±0.0012

7.39 0.450 - -

9 - 0.736±0.008 0.128±0.005

12 - 1.17±0.01 0.171±0.006

13.20 0.578 - -

15 - 1.27±0.02 0.369±0.014

15.43 0.687 - -

SPES (IEC=0.75 meq/g)

3 - 0.0121±0.0004 0.000236±0.00006

3.15 0.00555 - -

4.36 0.00772 - -

5.24 0.0101 - -

6 - 0.0307±0.0016 0.000392±0.000101

6.39 0.0149 - -

8.06 0.0199 - -

9 - 0.0815±0.0014 0.00102±0.00033

11.43 0.0256 - -

12 - 0.166±0.003 0.00281±0.00037

12.40 0.0301 - -

15 - 0.233±0.003 0.00476±0.00068

SPES (IEC=1.0 meq/g)

2.76 0.00584 -

3 - 0.0129±0.0005 0.000258±0.000074

4.14 0.00952 -

5.15 0.0138 -

6 - 0.0388±0.0011 0.000389±0.000127

6.38 0.0214 -

9 - 0.120±0.00141 0.00226±0.00034

9.72 0.0340 -

12 - 0.278±0.00253 0.00515±0.00099

13.1 0.0420 -

13.5 0.0645 -

15 - 0.455±0.006 0.00752±0.00114

SPES (IEC=1.4 meq/g)

3 - 0.0126±0.0006 0.000290±0.000051

6 - 0.0673±0.0027 0.00132±0.00021

9 - 0.221±0.002 0.00778±0.00046

12 - 0.522±0.005 0.0236±0.0011

15 - 0.751±0.006 0.0557±0.0024

Table 1 Diffusion coefficients
(D) of H2O and H3O

+ for
Nafion and sulfonated polye-
thersulfone (SPES) membranes
with different ion-exchange
capacities (IEC) calculated from
molecular dynamics (MD)
simulations and experimental
data (exp.) by NMR as a
function of 1. Error was
estimated from the standard
error of the slope for linear
fitting of mean square
displacement (MSD). The
uncertainty in a given value of
diffusion coefficient by NMR is
at least ~5%
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coefficients of H2O and H3O
+ are calculated from the linear

region (red line in Fig. 1) of the MSD in elapsed time (3 ns
at least) by using r tð Þ � rð0Þð Þ2

D E
¼ 6Dt.

The diffusion coefficients estimated from the MD
simulation and the PFG-NMR results are shown in Table 1
and Fig. 2 as a function of 1. For all membranes, the
diffusion coefficient of H3O

+ is about 5–20 times lower
than that of H2O. In particular, the diffusion for H3O

+

compared with H2O is even slower at lower 1. The
electrostatic interaction of H3O

+ with SO�
3 reduces the

transport of H3O
+ into the water channels, which was also

observed from the structural properties. The diffusion
coefficients of H2O and H3O

+ in Nafion have consistently
higher values than those in the SPES for the same 1. For
SPES, the solvent effect of H2O for dissociating H3O

+ from
SO�

3 may be ineffective.

A clear difference was also observed in the diffusion
coefficients at 1=3 and 6 for Nafion and SPES. The
increase in hydration level from 1=3 to 6 corresponded to a
10-fold increase in the diffusion of Nafion, whereas the
increase in diffusion was not as high for SPES, particularly
for samples with a low IEC.

The cluster size distribution defined by the connectivity
of water channels showed that most water in SPES was not
incorporated into the large cluster to achieve better
conductivity until the hydration level became sufficiently
high [13]. The large cluster has the advantage of avoiding
the tortuous structure of the diffusion path, i.e., water is
displaced more easily in Nafion than in SPES. It is also
expected that the formation of a large cluster in Nafion at 1=6
can cause the solvent effect that allows the efficient transport
of H3O

+ into the water channel, unlike in SPES.
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Fig. 2 Diffusion coefficients of H2O and H3O
+ calculated from MD

simulations, the weighted average of H3O
+ and H2O in Eq. 1 and

experimental data by NMR as a function of 1 . a Nafion, b sulfonated

polyethersulfone (SPES) with ion-exchange capacity (IEC)=
0.75 meq/g, c SPES with IEC=1.0 meq/g and d SPES with IEC=
1.4 meq/g
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The diffusion coefficients of H2O and H3O
+ in Nafion

have been calculated from MD simulations in the past. For
example, Venkatnathan et al. and Devanathan et al. reported
diffusion coefficients of H2O and H3O

+ at 300 and 350 K
for a wide range of 1 from 1 to 20. Cui et al. also reported
the results for 1=3.4, 5.4, 8.6 and 12 at 300 K. Our values
for the diffusion coefficient of H2O are in very good
agreement with these previous results, if the effect of
temperature on diffusion is taken into consideration. The
diffusion coefficients of H3O

+ at 1=6 and 9 in the present
study are close to those reported by Cui et al. [23], but our
results differ from those of Venkatnathan et al [4]. This
difference may be due to the hydronium model used in their
calculations.

To understand the dynamic properties of protons, we can
compare the proton diffusion coefficient obtained by PFG-
NMR experiments with that obtained by MD simulations

for Nafion and SPES (IEC=0.75 and 1.0 meq/g). Experi-
mental data is expected to deviate from H3O

+ diffusion data
at lower 1, which means that the H3O

+ species cannot
contribute to proton diffusion. For a system in fast
exchange of protons between molecules, the observable
proton diffusion coefficient, Dexp, by PFG-NMR can be
described by a single average diffusion coefficient [24] due
to the longer NMR timescale (millisecond-order), which is
the weighted average of diffusion species such as H3O

+ and
H2O. Weighting is done by using the molar fractions
involved in a given molecule in each environment, so that,

Dexp ¼ pDH2O þ 1� pð ÞDH3Oþ ð1Þ
where p is the fraction of H2O in all molecules including
exchangeable protons. Based on this interpretation, the
results expected from MD calculations were displayed as
the dotted red line in Fig. 2. The weighted average diffusion
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Fig. 3 Distribution of residence times with 1 ps width of water in a Nafion, b SPES with IEC=0.75 meq/g, c SPES with IEC=1.0 meq/g ,and d
SPES with IEC=1.4 meq/g at 1=3, 6, 9, 12 and 15. The integral of each residence time is normalized to 1
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coefficients were closer to the proton diffusion coefficients
determined from PFG-NMR data, which were in good
agreement with the experiment. The discrepancy between
the experiment and MD simulation can be explained by the
fact that PFG-NMR measurements probe diffusion behavior
on the timescale of milliseconds rather than the nano-
seconds used in MD simulations, and thus may be more
sensitive to hindered motion between the water and
polymer that occurs on a microscopic scale [3, 25].

Residence times of H2O and H3O
+

The mobility of H2O and H3O
+ were also analyzed by

considering the distribution of their residence times around
SO�

3 . We define residence time as the time spent by the
diffusing species (H2O and H3O

+) within a certain cutoff
distance from any SO�

3 group. The cutoff distance was set

to 4.8Å based on the first minimum in the radial
distribution functions of SO�

3 S-H3O
+ and SO�

3 –H2O shown
in the first part of our paper [13].

The distribution of residence times of H2O in Nafion and
SPES with different IECs at 1=3, 6, 9, 12, and 15 are
displayed in Fig. 3. In the figure, the curves are normalized
to the total number of H2O or H3O

+ molecules, and
residence times greater than 20 ps are shown at the far
right of the figure. The residence time distribution of water
in Nafion has the highest frequency at 3 ps for all 1;
however, H2O molecules with residence times greater than
20 ps were scarce in the case of Nafion. Distribution of the
residence times at 1=3 in the range of 2–6 ps was observed
for Nafion, which converges to 3 ps with increasing water
content. In contrast, a broad distribution of H2O residence
times was observed in the range 1–15 ps for SPES,
regardless of IEC. About 40% of the H2O molecules for
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Fig. 4 Distribution of residence times with 1 ps width of hydronium in a Nafion, b SPES with IEC=0.75 meq/g, c SPES with IEC=1.0 meq/g ,
and d SPES with IEC=1.4 meq/g at 1=3, 6, 9, 12 and 15. The integral of each residence time is normalized to 1
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SPES with IEC=0.75 meq/g and 25% of H2O for SPES
with IEC=1.0 and 1.4 meq/g had residence times greater
than 20 ps. It is clear that water diffusion was suppressed as
a result of the greater residence times around SO�

3

The distribution of residence times of H3O
+ is shown in

Fig. 4. Residence times greater than 20 ps are plotted on the
far right of the figures as in the case of H2O. For Nafion,
H3O

+ with residence times greater than 20 ps was scarce at
1=3 and negligible at 1=6. In contrast, for SPES, there
were many H3O

+ molecules with longer residence times
even when hydration levels were high. As with Nafion, a
sufficient amount of water in SPES can cause dissociation
of H3O

+ from SO�
3 ; however, a considerable number of

H3O
+ molecules had residence times greater than 20 ps,

even at high levels of hydration.
A strong electrostatic interaction between H3O

+ and
SO�

3 was expected, considering the positive charge of H3O
+

and negative charge of SO�
3 . At all hydration levels

examined, the H3O
+ molecule spends some time being

(>20 ps) bond to the SO�
3 group, but this time decreases

with increasing 1. The residence times can explain proton
transport process reasonably, are consistent with the
diffusion properties of H2O and H3O

+.

Conclusions

Differences in diffusion coefficients and residence times of
water and hydronium were observed. With increasing IEC of
SPES, some improvement in dynamic properties was
achieved because of the formation of a well-organized water
channel. It is likely that the location of SO�

3 on the flexible
side chain of Nafion is more advantageous for efficient water
diffusion compared with the location of SO�

3 on the main
chain, as in the case of SPES. The weighted average
diffusion coefficients of H2O and H3O

+ were closer to
proton diffusion coefficients determined from the PFG-NMR
data, which were in good agreement with the experiment.

MD simulations were useful for understanding the
structural and dynamic properties on the molecular level.
In future work, MD simulations based on this study will be
used to investigate other advanced PEM such as side-chain-
type hydrocarbon membranes.
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Abstract A positive π-hole is a region of positive electro-
static potential that is perpendicular to a portion of a molecular
framework. It is the counterpart of a σ-hole, which is along the
extension of a covalent bond to an atom. Both σ-holes and
π-holes become more positive (a) in going from the lighter to
the heavier atoms in a given Group of the periodic table, and
(b) as the remainder of the molecule is more electron-
withdrawing. Positive σ- and π-holes can interact in a highly
directional manner with negative sites, e.g., the lone pairs of
Lewis bases. In this work, the complexes of 13 π-hole-
containing molecules with the nitrogen lone pairs of HCN and
NH3 have been characterized computationally using the
MP2, M06-2X and B3PW91 procedures. While the electro-

static interaction is a major driving force in π-hole bonding, a
gradation is found from weakly noncovalent to considerably
stronger with possible indications of some degree of coordi-
nate covalency.

Keywords Electrostatic potentials . Interaction energies .

π-holes . σ-holes

σ-Holes

The term “σ-hole” was introduced by Clark et al. to
describe the regions of positive electrostatic potential that
are present on the outer surfaces of many covalently-
bonded halogens [1]. These positive regions, discovered by
Brinck et al. in 1992 [2], can interact electrostatically with
negative sites on the same or more often other molecules,
e.g., lone pairs and π-electrons, giving rise to noncovalent
“halogen bonding” [3–5].

A σ-hole is formed when a halogen atom participates in a
covalent sigma bond [5]. The accompanying rearrangement
of the atom’s electronic density typically leaves a region of
diminished negative charge on its outer (non-involved) side.
This region, which is along the extension of the bond, is
called a σ-hole. Such charge anisotropy has indeed long been
recognized [6–12]; when it is sufficient, a region of positive
electrostatic potential results (a positive σ-hole).

Although the σ-hole concept was originally used to help
explain the seeming anomaly of an electronegative halogen
interacting attractively with a negative site [1, 3–5], it has
since been found to be applicable as well to covalently-
bonded atoms in Groups VI, V and IV [5, 13–17].
Interactions between these regions of positive electrostatic
potential (positive σ-holes) and negative sites on the same
or another molecular system are labeled σ-hole bonding;
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halogen bonding is a subset of this. σ-Holes are normally
concentrated along the extensions of the covalent bonds to
an atom. This can be seen in Fig. 1 for SeCl2; it has two
positive σ-holes on the selenium and one on each chlorine,
on the extensions of the Cl-Se and Se-Cl bonds, respec-
tively. Accordingly, the resulting interactions tend to be
highly directional. For a σ-hole-bonded complex R-Y-–Z,
where Z is the negative site, the angle R-Y-Z is usually near
180° (barring secondary interactions).

Within any one of the Groups IV – VII, σ-holes become
more positive and their interactions stronger (a) in going from
the lighter to the heavier elements, as polarizability increases
and electronegativity decreases, and also (b) as the remainder
of the molecule becomes more electron-withdrawing [5, 16,
17]. Thus the σ-holes on the selenium in SeCl2 are more
positive than those on the sulfur in SCl2, but less positive
than the selenium ones in SeF2. For a given negative site,
σ-hole bonding interaction energies have been shown to
correlate well with the magnitudes of the positive σ-hole
electrostatic potentials [18–20]. It should be noted, however,
that σ-holes need not always be positive; if the charge
anisotropy is not sufficient, a negative σ-hole can result. This
is found, for example, on the fluorine in H3C-F. For more
extensive discussions of σ-holes and their interactions, see
Politzer et al. [5] and Murray et al. [17].

π-Holes

The suggestion has been made earlier that some molecules
may exhibit positive “π-holes” [5]: regions of low
electronic density that are perpendicular to portions of a
molecular framework instead of being along the extensions
of bonds (as are σ-holes). It was shown already some time
ago that there are positive electrostatic potentials above the
acyl carbons in H3C-C(=O)F and H3C-C(=O)NH2 [21],
which correlate with their relative tendencies to undergo

hydrolysis. Other candidates for positive π-holes might
include SO2 and SeO2, if the π bonding electrons are drawn
sufficiently toward the oxygens so that there are positive
potentials above the sulfur and selenium. Indeed Fig. 2
shows that there is a positive electrostatic potential, a
positive π-hole, above (and below) the selenium in SeO2.
Will this interact attractively with a negative site?

Our objective in this work has been to test for the
presence of π-holes in a series of molecules of different
types, and to investigate their interactions with the nitrogen
lone pairs in HCN and NH3. The first step is to compute the
electrostatic potential on an appropriate outer surface of
each molecule of interest.

The electrostatic potential

The nuclei and electrons of a molecule create an electro-
static potential V(r) in the surrounding space, given by
Eq. 1:

V rð Þ ¼
X

A

ZA

RA � rj j �
Z

r r0ð Þdr0
r0 � rj j ð1Þ

ZA is the charge on nucleus A, located at RA, and ρ(r) is
the electronic density. V(r) is a physical observable, which
can be determined experimentally by diffraction methods
[22, 23] as well as computationally. The sign of V(r) in any
region depends upon whether the positive effect of the nuclei
or the negative one of the electrons is dominant there.

The electrostatic potential is an effective means
for analyzing and predicting noncovalent interactions
[24–26], which are largely electrostatically driven. For this
purpose, V(r) is commonly computed on an appropriate
outer surface of the molecule, since this is what will be
seen by other approaching species. Following the
suggestion of Bader et al. [27], the 0.001 au (elec-

Fig. 1 Computed electrostatic potential on the 0.001 au molecular
surface of SeCl2. Two views are shown: (left) the selenium is in the
foreground; (right) the chlorines are pointing to the left and right.
Color ranges, in kcal mol-1, are: red, greater than 26; yellow, from 26

to 13; green, from 13 to 0; blue, less than 0 (negative). The positions
of the most positive electrostatic potentials associated with the σ-holes
on the selenium and the chlorines are shown as black hemispheres. VS,max

(Se)=32.5 kcal mol-1; VS,max (Cl)=10.4 kcal mol-1
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trons/bohr3) contour of the molecule’s electronic density
is frequently taken to be the surface. This has the
advantage of being specific to the particular molecule,
and thus reflecting features such as lone pairs, π
electrons and strained bonds. The 0.001 au contour
normally lies beyond the van der Waals radii of the main
group atoms [28] (except for hydrogen), which makes it
suitable for noncovalent interactions.

Procedure

We have computed the electrostatic potentials on the 0.001
au surfaces of the molecules listed in Table 1. The
B3PW91/6-31 G(d,p) procedure was used, to allow
comparisons with earlier calculated σ-hole potentials [4,
5, 13–16, 18, 28]. The wavefunctions were obtained with
Gaussian 09 [29] and the surface potentials, labeled VS(r),
with the Wave Function Analysis-Surface Analysis Suite
[30]. The latter code gives the magnitudes and positions of
the locally most positive and most negative values of VS(r),
designated VS,max and VS,min; there can be more than one of
each on any given molecular surface.

The geometries and interaction energies ΔE of the
complexes formed between the molecules in Table 1 and
the Lewis bases HCN and NH3 were determined by three
different computational techniques: MP2, M06-2X [31] and
B3PW91, in conjunction with the aug-cc-pVDZ basis set.
The interaction energies were obtained from the molecular
energy minima at 0 K with Eq. 2:

ΔE ¼ E complexð Þ � E p � holemoleculeð Þ
� E Lewis baseð Þ ð2Þ

In view of the large basis set being used, basis set
superposition error should be minimal [32] and was
accordingly not considered.

Results

Electrostatic potentials

For each of the molecules in Table 1 except for H2CO,
regions of positive electrostatic potential with VS,max are
found above and below the central atom; these are what we
label positive π-holes. (In H3CPO2 and H5C6PO2, the
phosphorus is considered to be the central atom.) The π-
holes of SeO2 and H3CPO2 are displayed in Figs. 2 and 3.

The VS,max associated with the π-holes are given in
Table 1. Their magnitudes are comparable to, and in some
cases considerably exceed, those of σ-holes [4, 5, 13–16,
18]. As with the latter, π-hole VS,max become more positive
in going from the lighter to the heavier atoms in a given
column of the periodic table (compare O3, SO2 and SeO2).
Note that H2CO does not even have a π-hole, whereas
H2SiO has quite a strong one. The VS,max also become
more positive as the remainder of the molecule is more
electron-withdrawing (compare F2CO and Cl2CO). The
sizable difference between the π-hole VS,max of H3CPO2

and H5C6PO2 is probably due to overlapping of the positive
π-hole potential and the positive potentials of the nearby
methyl hydrogens in H3CPO2.

Complexes with HCN and NH3

In Tables 2 and 3 are some key properties of the complexes
formed by the molecules in Table 1 (except H2CO) with the
nitrogen lone pairs of HCN and NH3, as computed by the
different procedures mentioned above. The MP2 and the

Fig. 2 Computed electrostatic potential on the 0.001 au molecular
surface of SeO2. The selenium is in the middle. Color ranges, in kcal
mol-1, are: red, greater than 33; yellow, from 33 to 20; green, from 20
to 0; blue, less than 0 (negative). The position of the most positive
electrostatic potential associated with the π-hole above and below the
selenium is indicated by a black hemisphere; VS,max=35.4 kcal mol-1

Table 1 Computed electrostatic potential maxima (VS,max) on 0.001
au molecular surfaces,a above and below indicated atom (π-holes)

Molecule Atom with π-hole VS,max (kcal/mol)

H2CO C b

Cl2CO C 22.8 (2)

F2CO C 40.9 (2)

H2SiO Si 43.4 (2)

F2SiO Si 66.7 (2)

FNO2 N 32.8 (2)

H5C6PO2 P 30.2 (2)

H3CPO2 P 48.6, 46.5

FPO2 P 58.4 (2)

O3 central O 22.9 (2)

SO2 S 32.9 (2)

SeO2 Se 35.4 (2)

a B3PW91/6-31 G(d,p)
b The surface above and below the carbon is positive but there is no
VS,max present
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M06-2X usually predict somewhat stronger binding (more
negative ΔE) than does the B3PW91.

The MP2 method is known to give reasonably accurate
binding energies and interaction geometries for a wide
variety of complex types when used along with a medium
sized basis set, such as cc-pVTZ or aug-cc-pVDZ [34, 35].
Thus, results obtained using the MP2/aug-cc-pVDZ method
should be seen as the reference values in the current study,
although these data cannot be said to be of benchmark
quality. Most DFT methods, including B3PW91, are
considered to not properly describe dispersion interactions
within molecular complexes [36, 37]. The M06-2X func-
tional, however, does account for dispersion at least semi-
quantitatively and has been found to be effective for studies
involving noncovalent interactions [31], although with a
tendency for overbinding in some instances [37]. The most
likely explanation for the underbinding seen for the
B3PW91/aug-cc-pVDZ method in Tables 2 and 3 (as well
as Table 4) is its inadequate treatment of dispersion, which
certainly plays some role in stabilizing these complexes,
even though the primary driving forces for these interac-
tions, as will be demonstrated, are electrostatic.

The interaction of a given molecule with NH3 is
invariably more stabilizing than with HCN; this is evident
in the more negative ΔE and the usually shorter separations
observed with NH3. One reason for this is that the electric
field of the nitrogen lone pair in NH3 is considerably
stronger and more polarizing than that in HCN [38], which
enhances the electrostatic interactions of the former.

Comparison of the VS,max in Table 1 with the ΔE in
Tables 2 and 3 shows that, within Groups IV, V and VI
taken separately, the interaction energies with both HCN
and NH3 become generally more negative (more stabilizing)

as the π-hole VS,max increases. This reflects the importance
of the electrostatic factor in π-hole interactions.

The ΔE in Tables 2 and 3 cover a remarkably large
range. While many are between 0 and −12 kcal mol-1, as is
expected for noncovalent interactions, some – especially
among the complexes with NH3 – are considerably more
negative, with values of −22 to −46 kcal mol-1. These
surprisingly strong interactions are reflected in the ratios of
the separations to the sums of the van der Waals radii of the
respective atoms, which are as low as 0.5 to 0.6. It seems
evident that some of these complexes are beyond what is
expected of noncovalent interactions.

This conclusion is buttressed by their relatively large
interaction angles (Tables 2 and 3). Since the molecules in
Table 1 are all planar (except for the methyl hydrogens in
H3CPO2), the π-hole concept implies that these angles
should be about 90°, and this is indeed true of some of
them. Deviations of a few degrees can be attributed to
secondary interactions. For example, the O-C-N angle of
about 97° in F2C(=O)—NH3 reflects some degree of
repulsion between the oxygen and the nitrogen lone pair.
Analogous explanations can be given in other instances of
positive deviations from 90°. In O2O—NCH and O2O—
NH3, the MP2 and M06-2X interaction angles are signif-
icantly less than 90°; this can be rationalized by noting that
the O–-N separations predicted by these methods are small
enough to allow the outer oxygens in O3 to interact
attractively with the carbon in HCN and one of the
hydrogens in NH3. The B3PW91 O–-N separations are
much greater, and the O–-C and O–-H interactions
consequently appear to not be important.

While secondary interactions can explain many of the
observed angular deviations from 90°, the larger ones may
reflect an additional factor. A number of the complexes
have interaction angles in the immediate vicinity of 100° or
even larger, as much as 108°. These tend to be the same
systems that have the most negative ΔE and the low values
of the ratio of separation to sum of van der Waals radii,
mentioned above. In each instance, the atom having the
π-hole is a silicon or a phosphorus.

These complexes may have some degree of coordinate
covalent character, with the HCN or NH3 nitrogen
sharing its lone pair to some extent. The atom that has
the π-hole changes from a trigonal to a quasi-tetrahedral
configuration. A coordinate covalent contribution to the
interaction would be favored for NH3 over HCN; the
average local ionization energy [39] of the nitrogen lone
pair in NH3 is 7.3 eV at the B3PW91/6-31 G(d,p) level,
compared to 10.7 eV for HCN. Accordingly the NH3 lone
pair electrons are more readily available. Thus the stronger
interactions found for NH3 can perhaps be explained in
terms of both electrostatic (see above) and coordinate
covalent considerations.

Fig. 3 Computed electrostatic potential on the 0.001 au molecular
surface of H3CPO2. The phosphorus is in the middle. Color ranges, in
kcal mol-1, are: red, greater than 33; yellow, from 33 to 20; green,
from 20 to 0; blue, less than 0 (negative). The position of the most
positive electrostatic potential associated with the π-hole on the side
of the phosphorus that is shown is indicated by a black hemisphere;
VS,max=46.5 kcal mol-1
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Table 2 Computed properties of π-hole complexes with HCN, using the MP2, M06-2X and B3PW91 methods and the aug-cc-pVDZ basis set

Complex Interaction energy Interaction separation Ratio of interaction separation to sum of Interaction angle
(kcal/mol) (Å) vdW radiia (degrees)

Group IV

Cl2CO—NCH

MP2 -3.99 C—N: 2.89 0.89 <O-C-N: 91.4

M06-2X -2.99 C—N: 2.95 0.91 <O-C-N: 93.8

B3PW91 -0.50 C—N: 3.41 1.05 <O-C-N: 90.9

F2CO—NCH

MP2 -4.58 C—N: 2.77 0.85 <O-C-N: 97.4

M06-2X -4.09 C—N: 2.71 0.83 <O-C-N: 99.1

B3PW91 -1.68 C—N: 3.01 0.93 <O-C-N: 98.0

H2SiO—NCH

MP2 -11.55 Si—N: 2.18 0.60 <O-Si-N: 103.6

M06-2X -12.99 Si—N: 2.11 0.58 <O-Si-N: 103.0

B3PW91 -10.91 Si—N: 2.10 0.58 <O-Si-N: 102.7

F2SiO—NCH

MP2 -22.58 Si—N: 2.01 0.55 <O-Si-N: 107.4

M06-2X -24.96 Si—N: 1.98 0.54 <O-Si-N: 105.5

B3PW91 -21.71 Si—N: 1.96 0.54 <O-Si-N: 104.9

Group V

FNO2—NCH

MP2 -4.38 N—N: 2.80 0.90 <O-N-N: 89.2

M06-2X -3.64 N—N: 2.77 0.89 <O-N-N: 91.4

B3PW91 -1.30 N—N: 3.12 1.01 <O-N-N: 88.9

H5C6PO2—NCH

MP2b -5.42 P—N: 2.74 0.82 <O-P-N: 93.5

M06-2X -5.37 P—N: 2.71 0.81 <O-P-N: 92.6

B3PW91 -2.30 P—N: 2.74 0.82 <O-P-N: 91.9

H3CPO2—NCH

MP2 -7.59 P—N: 2.68 0.80 <O-P-N: 94.2

M06-2X -7.04 P—N: 2.69 0.80 <O-P-N: 94.3

B3PW91 -4.04 P—N: 2.67 0.80 <O-P-N: 94.3

FPO2—NCH

MP2 -11.88 P—N: 2.21 0.66 <O-P-N: 97.8

M06-2X -14.07 P—N: 2.07 0.62 <O-P-N: 99.0

B3PW91 -10.61 P—N: 2.09 0.62 <O-P-N: 98.8

Group VI

O2O—NCHc

MP2 -3.04 O—N: 2.89 0.94 <O-O-N: 77.5

M06-2X -2.47 O—N: 2.89 0.94 <O-O-N: 83.

B3PW91 -0.83 O—N: 3.32 1.08 <O-O-N: 99.2

O2S—NCH

MP2 -4.04 S—N: 3.03 0.90 <O-S-N: 94.1

M06-2X -3.99 S—N: 2.92 0.87 <O-S-N: 94.2

B3PW91 -2.30 S—N: 3.11 0.93 <O-S-N: 99.0

O2Se—NCH

MP2 -4.14 Se—N: 3.08 0.89 <O-Se-N: 96.4

M06-2X -5.27 Se—N: 2.94 0.85 <O-Se-N: 95.0

B3PW91 -3.36 Se—N: 3.05 0.88 <O-Se-N: 99.2

a The van der Waals radii are from reference [33]
b Computed with the cc-pVDZ basis set because of space limitations
c The central oxygen is interacting with the NCH
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Table 3 Computed properties of π-hole complexes with NH3, using the MP2, M06-2X and B3PW91 methods and the aug-cc-pVDZ basis set

Complex Interaction energy Interaction separation Ratio of interaction separation to sum of vdW Interaction angle
(kcal/mol) (Å) radiia (degrees)

Group IV

Cl2CO—NH3

MP2 -4.64 C—N: 2.85 0.88 <O-C-N: 87.5

M06-2X -4.44 C—N: 2.87 0.88 <O-C-N: 94.3

B3PW91 -1.18 C—N: 3.13 0.96 <O-C-N: 89.1

F2CO—NH3

MP2 -6.14 C—N: 2.67 0.82 <O-C-N: 96.6

M06-2X -6.57 C—N: 2.61 0.80 <O-C-N: 97.8

B3PW91 -3.33 C—N: 2.72 0.84 <O-C-N: 97.1

H2SiO—NH3

MP2 -26.69 Si—N: 2.03 0.56 <O-Si-N: 102.7

M06-2X -30.27 Si—N: 2.00 0.55 <O-Si-N: 101.3

B3PW91 -26.43 Si—N: 2.02 0.55 <O-Si-N: 102.6

F2SiO—NH3

MP2 -42.38 Si—N: 1.95 0.53 <O-Si-N: 108.6

M06-2X -46.19 Si—N: 1.93 0.53 <O-Si-N: 107.9

B3PW91 -41.17 Si—N: 1.94 0.53 <O-Si-N: 107.9

Group V

MP2 -5.52 N—N: 2.79 0.90 <O-N-N: 93.5

M06-2X -5.17 N—N: 2.77 0.89 <O-N-N: 92.5

B3PW91 -2.16 N—N: 3.01 0.97 <O-N-N: 91.2

H5C6PO2—NH3

MP2 b -17.63 P—N: 2.10 0.63 <O-P-N: 98.1

M06-2X -21.61 P—N: 2.00 0.60 <O-P-N: 98.6

B3PW91 -15.96 P—N: 2.04 0.61 <O-P-N: 98.0

H3CPO2—NH3

MP2 -18.41 P—N: 2.05 0.61 <O-P-N: 98.2

M06-2X -22.17 P—N: 2.00 0.60 <O-P-N: 98.3

B3PW91 -17.26 P—N: 2.04 0.61 <O-P-N: 98.2

FPO2—NH3

MP2 -32.35 P—N: 1.95 0.58 <O-P-N: 101.7

M06-2X -37.45 P—N: 1.92 0.57 <O-P-N: 101.7

B3PW91 -32.08 P—N: 1.94 0.58 <O-P-N: 101.7

Group VI

O2O—NH3
c

MP2 -3.86 O—N: 2.95 0.96 <O-O-N: 72.4

M06-2X -3.83 O—N: 2.94 0.96 <O-O-N: 74.3

B3PW91 -1.12 O—N: 3.23 1.05 <O-O-N: 99.1

O2S—NH3

MP2 -6.00 S—N: 2.83 0.84 <O-S-N: 93.1

M06-2X -8.11 S—N: 2.59 0.77 <O-S-N: 93.9

B3PW91 -6.42 S—N: 2.59 0.77 <O-S-N: 95.7

O2Se—NH3

MP2 -7.62 Se—N: 2.87 0.83 <O-Se-N: 91.8

M06-2X -12.79 Se—N: 2.40 0.70 <O-Se-N: 92.0

B3PW91 -10.12 Se—N: 2.51 0.73 <O-Se-N: 93.8

a The van der Waals radii are from reference [33]
b Computed with the cc-pVDZ basis set because of space limitations
c The central oxygen is interacting with the NH3
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Gradations in π-hole and σ-hole bonding

What we see in Tables 2 and 3 is that there is a gradation in
the interactions between molecules having π-holes and
Lewis bases. They can range from quite weak, with
separations near the sums of the respective van der Waals
radii and little or no effect upon the π-hole molecule’s
geometry, to relatively strong with small separations and
significant distortion.

What determines where a given complex will fit into this
spectrum of interactions? The results in Tables 2 and 3
indicate that the stronger interactions are more likely when
the π-hole is on a relatively large atom, e.g., silicon or
phosphorus. Such atoms are more polarizable and less
electronegative, both of which lead to a larger initial VS,max;
high polarizability also increases the response of the atom
to the electric field of the Lewis base. In addition, a second-
row or larger atom can better accommodate a close
approach of the base in a possible increase in coordination;
in orbital terminology, the atom can become hypervalent.
Finally, the chance of some degree of coordinate covalency
is enhanced by the lone pair electrons of the base having
low ionization energies and by the π-hole molecule having
the capacity to partially share them, which is related to its
overall polarizability [40].

Analogous considerations are applicable to interactions
with σ-holes as well as with π-holes. We have seen
examples in earlier work involving σ-holes on covalently-
bonded silicon, for instance in the formation of complexes

between SiF4 and amines [15, 41], and in an intramolecular
rearrangement of a silicon nitrate ester [42]. Note also some
of the silyl halide/NH3 and silyl halide/H2O systems
studied by Ignatyev and Schaefer [43]. Recently Del Bene
et al. have found a very marked gradation of halogen
(σ-hole) bond strengths in a series of systems of the type
FCl–-CNX, where X represents various atoms or groups
selected to give CNX a range of basicities [44].

An interesting example of gradations in bonding is
provided by the complexes of BF3 and BCl3 with HCN and
NH3. BF3 and BCl3 clearly have positive π-holes,
corresponding to the unoccupied boron 2pπ orbitals. The
B3PW91/6-31 G(d,p) VS,max are 48.8 kcal mol-1 for BF3
and 24.0 kcal mol-1 for BCl3; the difference reflects the
greater electron-withdrawing power of the fluorines.

Table 4 shows that there is quite a contrast between the
complexes that BF3 and BCl3 form with HCN and those
with NH3. With HCN, the interactions are fairly weak; that
of BF3 is stronger, with ΔE about −7 kcal mol-1 vs. -4 kcal
mol-1 for BCl3, due to the much more positive VS,max of
BF3.

With NH3, on the other hand, the complexes of both BF3
and BCl3 are as strongly bound as some of those involving
silicon and phosphorus derivatives in Table 3. They have
ΔE between −27 and −31 kcal mol-1, short separations and
interaction angles of 104° - 105°. This may seem
inconsistent with the earlier statement that strong interac-
tions are more likely with larger, more polarizable atoms,
but it should be noted that boron is near the beginning of

Table 4 Computed properties of π-hole complexes of BF3 and BCl3 with HCN and NH3, using the MP2, M06-2X and B3PW91 methods and the
aug-cc-pVDZ basis set

Complex Interaction energy Interaction separation Ratio of interaction separation to sum of vdW Interaction angle
(kcal/mol) (Å) radiia (degrees)

F3B—NCH

MP2 -6.94 B—N: 2.35 0.66 <F-B-N: 93.8

M06-2X -6.64 B—N: 2.35 0.66 <F-B-N: 97.0

B3PW91 -3.61 B—N: 2.36 0.66 <F-B-N: 97.7

Cl3B—NCH

MP2 -4.46 B—N: 2.84 0.80 <Cl-B-N: 91.7

M06-2X -3.52 B—N: 2.88 0.81 <Cl-B-N: 91.3

B3PW91 -0.64 B—N: 3.34 0.94 <Cl-B-N: 90.8

F3B—NH3

MP2 -26.38 B-N: 1.65 0.46 <F-B-N: 104.3

M06-2X -27.59 B-N: 1.65 0.46 <F-B-N: 104.3

B3PW91 -23.73 B-N: 1.65 0.46 <F-B-N: 104.4

Cl3B—NH3

MP2 -29.67 B-N: 1.62 0.46 <Cl-B-N: 104.9

M06-2X -31.29 B-N: 1.61 0.45 <Cl-B-N: 105.1

B3PW91 -25.04 B-N: 1.62 0.46 <Cl-B-N: 105.2

a The van der Waals radii are from reference [33]
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the first row, and thus significantly larger and more
polarizable than the atoms that follow it. (The polarizability
of boron, 3.03 Å3, is closer to that of phosphorus, 3.63 Å3,
than to that of carbon, 1.76 Å3 [45].)

The greater stability of the NH3 complexes compared to
the HCN can be explained by the stronger electric field and
lower ionization energy of the NH3 lone pair electrons.
What is notable, however, is that ΔE is slightly more
negative for Cl3B—NH3 than for F3B—NH3. Since BF3
has a much more positive VS,max than does BCl3, it appears
that some additional factor is involved. Brinck et al.
suggested that this other factor is the higher “charge
capacity” of BCl3 [46]; by virtue of its larger polarizability
(9.38 Å3 vs. 3.31 Å3 [45]), BCl3 is better able to accept
some share of the NH3 lone pair.

Conclusions

The concept of σ-holes has been extended by demonstrating
the existence of π-holes, and showing that they have
analogous properties. The interactions of a series of molecules
having π-holes with the nitrogen lone pairs of HCN and NH3

have been analyzed and described computationally.
A major driving force in both σ-hole and π-hole

bonding is the electrostatic interaction between the
positive σ- or π-hole and the negative site. However
both types of bonds can show a significant gradation,
ranging from weak, noncovalent and largely electrostatic
to considerably stronger with evidence of some coordi-
nate covalent character.
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Abstract Due to the large number of possible applications of
nanoparticles in cosmetic and medical products, the possible
hazards of nanoparticles in the human body are a major
concern. A worst-case scenario is that nanoparticles might
cause health issues such as skin damage or even induce
cancer. As a first step to study the toxicity of nanoparticles, we
investigate the energy behaviour of a C60 fullerene interacting
with a lipid bilayer. Using the 6–12 Lennard-Jones potential
function and the continuous approximation, the equilibrium
spacing between the two layers of a bilayer is predicted to be
3.36 Å. On assuming that there is a circular hole in the lipid
bilayer, a relation for the molecular interaction energy is
determined, involving the circular radius b of the hole and
the perpendicular distance Z of the spherical fullerene from
the hole. A graph of the minimum energy location Zmin
verses the hole radius b shows that a C60 fullerene first
penetrates through a lipid bilayer when b>6.81 Å, and
shows a simple circular relation Z2

min þ b2 ¼ 6:812 for Zmin
positive and b≤6.81 Å. For b>6.81, the fullerene relocates

from the surface of the bilayer to the interior, and as the hole
radius increases further it moves to the centre of the bilayer
and remains there for increasing hole radii. Accordingly, our
modelling indicates that at least for the system with no
external forces, the C60 fullerene will not penetrate through
the lipid bilayer but rather remains encased between the two
layers at the mid-plane location.

Keywords Fullerenes . Interaction energy . Lennard-Jones
potential . Lipid bilayer

Introduction

Nanoparticles are of considerable scientific interest and
might be viewed as the connecting link between bulk
materials and atomic and molecular structures. Nanopar-
ticles may assume almost magical qualities, so that for
example certain insoluble macromaterials can become
soluble and certain nonconducting macrosubstances at the
nanoscale can become conductors. There are many poten-
tial benefits of nanoparticles which may well outweigh any
potential hazards and possible side effects [1]. Nowadays,
nanoparticles are widely used in many industrial and
consumer products, such as for stain and wrinkle resistant
textiles or to improve cosmetics [2, 3]. However, these
products raise many important health and environmental
issues. For example, nanocomposites on cloth might be
released during the washing process, or nanosomes in
cosmetics might penetrate the skin and subsequently
damage cells [2]. In this paper, we determine the interaction
energy between the two layers of lipids in order to
determine the optimal inter-spacing of the bilayer, and the
energy profile for a C60 penetrating an assumed circular
hole in the bilayer. Our results indicate an unusual
phenomenon in that for a critical hole radius the fullerene
relocates from the lipid surface to the interior for any small
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increase in the hole radius. They show that in the absence of
any external effects, a C60 fullerene is likely to remain
enclosed at the mid-point between the two layers of the lipid
and does not penetrate through to the other side of the lipid.

Fullerenes are an extensively studied nanomaterial because
of their unique free radical chemistry and antioxidant
properties [3]. Moreover, the structure of a C60 fullerene is
simple, being a spherical surface of radius 3.55 Å and
comprising 60 evenly spaced carbon atoms. Further, the
ability of a fullerene to induce toxicity may require ultraviolet
light and a water environment [1], and they might become
dangerous to the environment and biological systems.

A lipid bilayer is very thin as compared to its lateral
dimensions, and despite being only a few nanometers thick,
the bilayer comprises several distinct chemical regions
through its cross-section. These regions and their interac-
tions with an aqueous environment have been characterized
using x-ray reflectometry [4], neutron scattering [5] and
nuclear magnetic resonance techniques [6]. The first region
on either side of the bilayer is the hydrophilic head group
which is typically around 8–9 Å thick. The hydrophobic
core of the bilayer is typically 30–40 Å thick, but this value
varies with chain length and chemistry [4, 7]. Moreover, the
core thickness varies significantly with temperature, and
particularly near a phase transition [8].

In terms of energy calculations, Berger et al. [9], using
molecular dynamics simulations, extensively study the
interaction for the bilayer of dipalmitoylphosphatidyl choline
(DPPC) under various conditions, and they employ the 6–12
Lennard-Jones potential function and an electrostatic term as
the force field. The translocation of C60 fullerenes across a
DPPC lipid bilayer is studied by Qiao et al. [10] who find
that the C60 molecules can diffuse easily into the bilayer
through micropores in the membrane. Moreover, Li et al.
[11] and Benrov et al. [12] use molecular dynamics to
simulate the dimyristoylphoshatidylcholine (DMPC) lipid
bilayer containing a fullerene, and find that the preferential
position of the fullerene is about 6–7 Å away from the centre
of the hydrated membrane. Further, Wong-Ekkabut et al.
[13] employ a computer simulation technique to study the
penetration of C60 fullerene clusters though a lipid mem-
brane, and they conclude that the clusters disaggregate after
entering the membrane and that high concentrations of
fullerenes induce changes in the structural and elastic
properties of the lipid bilayer.

Due to the complex structure of the lipid bilayer, a
number of researchers adopt a coarse grain model to study
the behaviour of the lipid bilayer [13–18]. The coarse grain
model smooths over or averages a number of atoms.
Marrink et al. [14] describe the parametrisation of the
coarse grain model for the DPPC lipid system. Further,
Shelley et al. [15] use a coarse grain model to study the
structure of phospholipids and conclude that this method is
more efficient than Monte Carlo simulations to model the
self-assembly of such systems. A new coarse-grained force
field for lipids based on fitting thermodynamic and
structural properties is developed by Shinoda et al. [17]
who use Zwitterionic lipids as an illustration. Additionally,
molecular dynamics simulations for the systems of benzene
and C60 interacting with lipid bilayers are investigated by
DeVane et al. [18] using improved cross parameters to
duplicate the general behaviour expected from experiments.

In this paper, we utilise the 6–12 Lennard-Jones
potential function and the continuous approximation in
order to determine the interaction energy between a lipid
and a C60 fullerene. We assume that the atoms are
uniformly distributed over the entire surface of the
molecules and that the molecular interaction energy can
be obtained from surface or volume integrals over the
molecules. A schematic of a lipid bilayer is shown in Fig. 1.
We first determine the equilibrium spacing of a bilayer
without a C60 fullerene and then we determine the
interaction energy profile for a C60 fullerene moving
through an assumed circular hole in the bilayer. In the
following section, the 6–12 Lennard-Jones potential func-
tion and the continuous approximation are presented. In
Inter-spacing for lipid bilayer without C60 fullerene, we
describe the model formulation and give numerical results
for the lipid bilayer without the C60 fullerene. On assuming
a circular hole in the lipid bilayer, the energy behaviour for
a C60 fullerene penetrating through the hole is determined
and presented in Energy behaviour for C60 penetrating lipid
bi-layer hole. Finally, we make some concluding remarks in
Conclusion.

Lennard-Jones energy and continuous approximation

We employ the 6–12 Lennard-Jones potential function and
the continuous approximation to calculate the molecular

Fig. 1 Schematic of lipid
bilayer
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interaction energy for the dual system of a lipid bilayer and
a C60 fullerene. The Lennard-Jones function is given by

Φ ¼ � A

r6
þ B

r12
; ð1Þ

where ρ denotes the distance between two typical atoms on
two non-bonded molecules, and A and B are the attractive
and repulsive Lennard-Jones constants, respectively. Equation 1
can also be written as

Φ ¼ 4 2 � s
r

� �6

þ s
r

� �12
" #

;

where ∈ denotes the well depth and σ is the van der Waals
diameter, and from which we may deduce that A=4∈σ6 and
B=4∈σ12.

Using the continuous approach, the atoms at discrete
locations on the molecule are assumed to be averaged over
a surface or a volume, so that the molecular interaction
energy for a C60 fullerene and a lipid bilayer is obtained by
calculating integrals over the various surfaces or volumes of
each molecule, and given by

E ¼ h1h2

Z

S1

Z

S2

� A

r6
þ B

r12

� �
dS2dS1;

where η1 and η2 represent the mean surface or volume
density of atoms on each molecule, and ρ here denotes the
distance between two typical surface or volume elements
dS1 and dS2. Further, we may define the integral In as

In ¼
Z

S1

Z

S2

r�2ndS2dS1; n ¼ 3; 6;

so that, E ¼ h1h2 �AI3 þ BI6ð Þ.
The Lennard-Jones constants for the lipid bilayer are

taken from the work of [14], and the head group is assumed
to be a charged site (Q) interacting with an apolar carbon
fullerene (C), while the tail group is assumed to be an
apolar site (C) interacting with an apolar carbon fullerene
(C). Further, the Lennard-Jones constants for the C60

fullerene in water are obtained from Bedrov et al. [12],
and the numerical values are as given in Table 1. We
comment that the constants A and B for the interaction
between two molecular species are obtained from the
accepted empirical combining laws or mixing rules [19],

given by ∈12=(∈1∈2)1/2 and, s12 ¼ s1 þ s2ð Þ=2, where the
subscripts 1 and 2 refer to the individual chemical species.

The mean atomic surface density of the C60 fullerene is
given by ηf=60/(4πa

2)=0.3789 Å−2 where a is the radius of
the fullerene which is taken to be 3.55 Å. In terms of the lipid
bilayer, we assume that the head group can be represented as a
plane, and the tail group can be described as a rectangular box
with a tail length ‘. From the coarse grain model presented in
[14], there are two interaction sites for the head group and
eight interaction sites for the tail group. Further, Bedrov et al.
[9] employ a value of 65 Å2 for the area per lipid.
Consequently, the mean atomic surface density for the head
group is given by ηhead=2/65=0.0308 Å−2, and the mean
atomic volume density for the tail group can be obtained as
ηtail=8/(65‘ )=0.1231/‘ Å−3, where the value of ‘ ranges
from 15 to 20 Å. Table 2 presents numerical values of the
various physical constants used in this paper.

In this study, we consider (I) the inter-spacing of a lipid
bilayer without a C60 fullerene as described in Inter-spacing
for lipid bilayer without C60 fullerene, and (II) the energy
behaviour for a C60 fullerene moving through a circular hole
on a lipid bilayer as detailed in Energy behaviour for C60

penetrating lipid bi-layer hole.

Inter-spacing for lipid bilayer without C60 fullerene

In this study, a lipid bilayer is assumed to be located on the
infinite plane with a separation distance δ. Further, we
assume that the head group of the lipid bilayer can be
modelled as a flat plane and the tail group can be
represented by a rectangular box, and the molecular
interaction energy for a lipid bilayer consists of:

(i) The interaction energy between two head groups,
(ii) Two interaction energies between head and tail groups,
(iii) The interaction energy between two tail groups.

We begin by considering the interaction of a point with
an infinite flat plane. We assume a perpendicular spacing δ
between the atom and the plane, and we define a three-
dimensional Cartesian coordinate system (x, y, z), in which
we locate the plane of the lower surface P(x, y)=(x, y, 0)
and an atom (0, 0, δ), as shown in Fig. 2(a). In this case the
area element of the plane is dx dy and therefore the integral
In becomes

In ¼
Z 1

�1

Z 1

�1
x2 þ y2 þ d2
� ��n

dxdy: ð2Þ

We make the substitution x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þ d2

p
tany which

produces

In ¼ B n� 1=2; 1=2ð Þ
Z 1

�1
y2 þ d2
� �1=2�n

dy;

Table 1 Numerical values of Lennard-Jones constants

Interaction ∈ (meV) σ (Å) A (eV× Å6) B (eV× Å12)

C60 4.06 3.19 17.12 1.805×104

Head group 18.66 4.70 804.37 8.671×106

Tail group 35.24 4.70 1519.37 1.638×107
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where B(x, y) is the usual beta function. On making the
further substitution y = δ tan f, we obtain

In ¼ d2�2nB n� 1=2; 1=2ð ÞB n� 1; 1=2ð Þ ¼ p

n� 1ð Þd2n�2 ;

and therefore the total interaction energy Ep between the
point and the lower surface plane is given by

Ep ¼ hheadp � A

2d4
þ B

5d10

� �
; ð3Þ

where ηhead is the atomic surface density of the plane P.
Now we consider the interaction energy between two

flat planes, which are both assumed to be infinite in
extent. The perpendicular distance between the two
planes is given by ρ = δ as shown in Fig. 2(b), and the
total energy can be evaluated by integrating Eq. 3 with the
spacing δ, so that the integral In becomes

In ¼ p
n� 1ð Þ

Z 1

�1

Z 1

�1

1

d2n�2 dx1dy1;

which is a divergent integral. Accordingly, instead of the
total interaction energy we simply calculate the interaction
energy per unit area. The plane is a continuous approxi-
mation for which there is one atom occupying every 1/η of
area. From these considerations, and making use of the
results thus far obtained, we deduce that for two parallel
planes the interaction per unit area is given by Epp =
ηheadEp, and on substitution of (3) yields

Epp ¼ h2headp � A

2d4
þ B

5d10

� �
; ð4Þ

where again ηhead is the atomic surface density of the
plane which has a perpendicular separation distance δ. We
note that for the purposes of determining the minimum

energy equilibrium position, we may minimise the energy
per unit area Epp.

On assuming that the tail group can be modelled as a
box, we consider the interaction energy between the plane
and a rectangular box of height ‘ which is assumed to be
infinite in extent. The perpendicular distance of a point on
the box to the plane is given by r ¼ z1 þ d as shown in
Fig. 2(c). Therefore, we can determine the energy by
integrating the expression for Ep given in (3) using this
value for ρ, and the integral of interest becomes

In ¼ p
n�1ð Þ

R ‘
o

1
z1þdð Þ2n�2 dz1 ¼ p

n�1ð Þ 2n�3ð Þ
1

d2n�3 � 1
‘þdð Þ2n�3

h i
:

On assuming that the atomic volume density of the box is
ηtail, the interaction energy between the point and the box is
given by

Eb ¼ htailp � A

6

1

d3
� 1

‘þ dð Þ3
 !

þ B

45

1

d9
� 1

‘þ dð Þ9
 !" #

:

ð5Þ
Similarly, for the determination of the interaction per unit

area for two parallel planes, the total interaction energy Epb

between the plane and the rectangular box per unit area is
given by

Epb ¼ hheadhtailp � A

6

1

d3
� 1

‘þ dð Þ3
 !

þ B

45

1

d9
� 1

‘þ dð Þ9
 !" #

:

ð6Þ
The interaction energy between two rectangular boxes

can be determined either from the interaction between two
planes Epp or from the interaction between the plane and the
box Epb. Here, we integrate the expression for Epb given in
(6) with respect to z to obtain the energy per unit area

Fig. 2 Schematic for (a) atom
interacting with plane P, (b)
interaction between two flat
planes, (c) a rectangular box of
height ‘ interacting with plane
P, and (d) interaction between
two rectangular boxes, where
the separation distance for all
cases is denoted by δ

Radius of C60 fullerene (Å) a=3.55

Length of lipid tail group (Å) ‘ =15−20
Mean atomic surface density for C60 fullerene (Å−2) ηf=0.3789

Mean atomic surface density for head group lipid bilayer (Å−2) ηhead=0.0308

Mean atomic volume density for tail group lipid bilayer (Å−3) ηtail=0.1231/‘

Table 2 Numerical values of
constants used in the model
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between the two boxes which are infinite in extent and of
equal thickness ‘. The perpendicular distance between a
typical point in one box and the closest edge of the other
box is given by ρ = z, and therefore, the integral In is of the
form

In ¼ 1

n� 1ð Þ 2n� 3ð Þ
Z dþ‘

d

1

z2n�3
� 1

zþ ‘ð Þ2n�3

 !

dz:

This integral can be evaluated simply to yield

In ¼ 1

2 n� 1ð Þ n� 2ð Þ 2n� 3ð Þ

� 1

d2n�4 þ
1

2‘þ dð Þ2n�4 �
2

‘þ dð Þ2n�4

" #

:

Thus, the interaction energy per unit area between two
identical rectangular boxes with a separation distance δ can
be given by

Ebb ¼ h2tailp � A

12

1

d
2 þ

1

2‘þ dð Þ2 �
2

‘þ dð Þ2
" #(

þ B

360

1

d8
þ 1

2‘þ dð Þ8 �
2

‘þ dð Þ8
" #)

: ð7Þ

We comment that the natural length for both the head
and tail units is the bond length σ, while the natural energy
units are those of the minimum energy ∈. Thus for example,
the head-tail interaction, Eq. 6 might be rewritten in
dimensionless quantities as follows:

E
0
pb ¼ pNheadNtail � 2

3
1
x3 � 1

λþxð Þ3
� �

þ 4
45

1
x9 � 1

λþxð Þ9
� �h i

;

where E
0
pb ¼ Epbs2

� �
=2pb denotes an energy per unit area,

Nhead = ηheadσ
2 and Nhead = ηheadσ

3 represent particle
number per unit area and one per unit volume, respectively,
x = δ/σ is a dimensionless distance between two layers, and
λ = 1/σ denotes a dimensionless length for the tail. This
clearly indicates that the reduced length x and the constant
λ are physically more relevant rather than the absolute
values ‘ and δ, and the other energy expressions may be
similarly interpreted.

Numerical results

Values for the molecular interaction energy of a lipid
bilayer are as shown in Fig. 3 utilising the numerical values
of the parameters given in Tables 1 and 2. The total
potential energy of the system comprises:

(i) One interaction energy between two head groups using
Epp given by (4) with a separation distance 2‘+δ, and
using Ahead and Bhead,

(ii) Two interaction energies between a head group and a
tail group using Epb given by (6) with a separation
distance ‘ + δ, and using the empirical mixing rule for
Ahead−tail and Bhead−tail,

(iii) One interaction energy between two tail groups using
Ebb given by (7) with a separation distance δ, and
using Atail and Btail.

We comment that the actual separation distance between
the two layers of the lipid is denoted by δ as measured from
the two nearest positions of the two tail layers, where ‘ is
the length of the tail group. The values for Ai and Bi are
those given in Table 1. Figure 3 shows the relation for the
potential energy, the length of the tail ‘, and the separation
distance δ. We observe that the energy level mainly
depends on the separation distance δ and it is only slightly
affected by the tail length ‘. The tail in the lipid bilayer is
around 15–20 Å in length for each side. Moreover, we find
that the equilibrium separation distance between the two
layers of the lipid δ is 3.36 Å, which is a very small value,
being ten (three) times smaller than the hydrophobic
(hydrophilic) core thicknesses. In fact, the lengths of the
hydrophobic tails depends on the chemical groups, and
therefore the value obtained here, namely 3.36 Å, is an
ideal value, and to the authors’ knowledge, there are no
other reported values in the literature which might be used
for comparison.

Fig. 3 Energy profile for lipid bilayer without C60 fullerene where δ
denotes perpendicular distance between two layers and ‘ is tail length
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Energy behaviour for C60 penetrating lipid bi-layer hole

Here we consider the energy behaviour for a C60 fullerene
of radius a moving through a circular hole in a lipid bilayer
as shown in Fig. 4. The lipid bilayer is assumed to be an
infinite plane consisting of two head groups and two tail
groups with a separation distance between the two layers of
3.36 Å as obtained from the previous section. Further, we
assume that the lipid bilayer remains an equilibrium
structure when interacting with the C60 fullerene, so that
the atomic interactions between the two layers can be
neglected. The atomic interaction energy between a lipid
bilayer and a spherical fullerene comprises:

(i) The interaction energy for two head groups and a C60

fullerene,
(ii) The interaction energy for two tail groups and a C60

fullerene.

The head group is again modelled as a flat plane and the
tail group is represented by a rectangular box. We begin by
considering the molecular interaction energy for a point and
a sphere, which is given by

Es ¼ pahf
r

A
2

1
aþrð Þ4 � 1

a�rð Þ4
h i

� B
5

1
aþrð Þ10 � 1

a�rð Þ10
h in o

;

ð8Þ
and the derivation of the above equation can be found in
[20]. By placing fractions over common denominators,
expanding and reducing to fractions in terms of powers of
(ρ2−a2), it can be shown that

A
2r

1
aþrð Þ4 � 1

a�rð Þ4
h i

¼ �4aA 1
r2�a2ð Þ3 þ 2a2

r2�a2ð Þ4
h i

; ð9Þ

B
5r

1
aþrð Þ10 � 1

a�rð Þ10
h i

¼ � 4aB
5

5
r2�a2ð Þ6 þ 80a2

r2�a2ð Þ7 þ 336a4

r2�a2ð Þ8
h

þ 512a6

r2�a2ð Þ9 þ 256a8

r2�a2ð Þ10
i
:

ð10Þ

The total interaction energy between the C60 fullerene
and the head group, and that with the tail group are
obtained by performing surface and volume integrals for (8)
which are determined in Sects. Interaction energy between
C60 and head group and Interaction energy between C60 and
tail group, respectively. Further, we define the integral Jn by

Jn ¼
Z

S

1

r2 � a2ð Þn dS; ð11Þ

where n is a positive integer corresponding to the power of
the polynomials appearing in (9) and (10).

Interaction energy between C60 and head group

We define H1 as the head group located on the xy-plane
and H2 as the other head group in the bilayer located at
z = −2‘ − δ. Firstly, we consider the molecular interaction
energy between the head group H1 and the C60 fullerene.
With reference to the Cartesian coordinate system (x, y, z),
the hole in the upper surface of the infinite plane is assumed
to be located at z = 0 so that a typical point of this plane H1

has coordinates (x, y, 0) ≡ (r cos θ, r sin θ, 0) and a typical
point of the hole has coordinates (b cos θ, b sin θ, 0) where
r ∈ (b, ∞) and b denotes the radius of the hole. The centre
of the C60 fullerene is assumed to be located on the axis at
(0, 0, Z) where Z represents the perpendicular distance from
the upper surface to the centre of the fullerene, and at the
mid-plane of bilayer we have Z = −‘ − δ/2. Therefore, the
distance from the centre of the fullerene to a typical point
on the infinite plane is given by r2 ¼ r2 þ Z2, and the
integral Jn defined by (11) becomes

Jn ¼
Z 2p

0

Z 1

b

r

r2 þ Z2 � a2ð Þn drdq;

from which we may deduce

Jn ¼ p
n� 1ð Þ

1

Z2 þ b2 � a2ð Þn�1 :

Fig. 4 Schematic for C60

fullerene penetrating a hole in
lipid bilayer
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The total interaction energy is obtained as

Eph ¼ phf hhead½�4aA J3 þ 2a2J4ð Þ
þ 4aB

5 5J6 þ 80a2J7 þ 336a4J8;ð
þ512a6J9 þ 256a8J10Þ�

ð12Þ

and by precisely the same determination, the atomic
interaction energy between the head group H2 and the C60

fullerene can be obtained by substituting Z + 2‘ + δ0 for Z
in Jn, where δ0 is the equilibrium spacing between the two
layers of lipid which is given by 3.36 Å.

Interaction energy between C60 and tail group

On assuming that the tail group can bemodelled as a rectangular
box, the molecular interaction energy between the two tail
groups and the C60 fullerene can be determined. We define T1
as the tail group connected to the head group H1, and T2 as the
other tail group which is connected to the head group H2. The
C60 fullerene is centred at (0, 0, Z), and a typical point of T1
has coordinates (r cos θ, r sin θ, −z) where z ∈ (0, ‘ ) and ‘ is
the tail length. The distance between the centre of the fullerene
and the surface element of the tail group T1 is given by
r2 ¼ r2 þ Z þ zð Þ2, and the integral Jn becomes

Jn ¼
Z 2p

0

Z ‘

0

Z 1

b

r

r2 þ Z þ zð Þ2 � a2
h in drdzdq;

and we deduce

Jn ¼ p
n� 1ð Þ

Z ‘

0

1

b2 þ Z þ zð Þ2 � a2
h in�1 dz:

Next we make the substitutions z = y − Z and y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � a2

p
tan f, so that Jn becomes

Jn ¼ p

n� 1ð Þ b2 � a2ð Þn�2

Z tan�1 zþeffiffiffiffiffiffiffiffi
b2�a2

p
� �

tan�1 zffiffiffiffiffiffiffiffi
b2�a2

p
� � cos2n�4fdf;

and the above integral can be found in [21] (p.153,
No.2.513.3), from which we may deduce

Z
cos2pfdf ¼ 1

22p
2p
p

� �
fþ

Xp�1

k¼0

2p
k

� � sin 2 p� kð Þf½ �
p� k

" #

; ð13Þ

where x
y

� �
is the usual binomial coefficients and p = n − 2. An

analytical evaluation for Jn is obtained by evaluating (13) at
f ¼ tan�1 Zffiffiffiffiffiffiffiffiffi

b2�a2
p
� �

and f ¼ tan�1 zþ‘ffiffiffiffiffiffiffiffiffi
b2�a2

p
� �

, and the total
interaction energy between the tail group T1 and the spherical
fullerene is obtained as

Ept ¼ phf htail½�4aA J3 þ 2a2J4ð Þ
þ 4aB

5 5J6 þ 80a2J7 þ 336a4J8ð
þ512a6J9 þ 256a8J10Þ�:

ð14Þ

The interaction energy for the tail group T2 and the C60

fullerene can be obtained by precisely the same technique on
replacing Z by Z + ‘ + δ0 in the above integral Jn.

Numerical results

The total potential energy between the lipid bilayer with a
circular hole centred at the origin and the spherical C60

fullerene arises from the two contributions:

(i) Two interaction energies between a head group and the
C60 fullerene using Eph given by (12), and perpendic-
ular distances Z and Z + 2‘ + δ0 for the upper and the
lower halves of the lipid bilayer, respectively, and
using the empirical mixing rule for Af−head and Bf−head,

(ii) Two interaction energies between a tail group and the
C60 fullerene using Ept given by (14), and perpendic-
ular distances Z and Z + ‘ + δ0 for the upper and the
lower halves of the lipid bilayer, respectively, and using
the empirical mixing rule for Af −tail and Bf −tail.

Here we employ the algebraic package MAPLE with the
constant values as given in Tables 1 and 2 in order to
determine the numerical results for the system. Further, the
tail length ‘ is assumed to be 15 Å throughout this section.
Figures 5 and 6 show the relation between the total
potential energy and the perpendicular distance Z for
various values of b.

In the case when the radius of the circular hole is in the
range of 0–6 Å as shown in Fig. 5, the spherical fullerene is
located above the lipid bilayer which corresponds to a
positive value of Z, and consequently, the C60 fullerene
does not penetrate through the bilayer. Further, we observe
that the minimum energy location moves closer to the
bilayer surface as the radius of the hole increases, due to the
lower repulsive force from the bilayer, and that the C60

Fig. 5 Energy profile for C60 fullerene interacting with hole of radius
b = 0, 1, 2, 3, 4, 5, 6 Å with respect to perpendicular distance Z with
tail length ‘ assumed to be 15 Å
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fullerene has more space to move. The centre of the C60

fullerene is located at the origin Z=0, when b0=6.8102 Å.
Once b>b0, the fullerene penetrates through the lipid
bilayer, and the energy profiles are as shown in Fig. 6.
We observe two minimum energy locations due to the
symmetry of the two layers of lipid. Moreover, both of the
two locations indicate that the C60 fullerene is enclosed in
the lipid bilayer. We comment that the van der Waals
spacing around the C60 molecule is approximately 3 Å for
the graphitic potential [22].

The relation between the hole radius b versus the
perpendicular distance at the minimum energy Zmin is
shown in Fig. 7. A positive value of Zmin indicates that the
fullerene is located above the bilayer, while a negative
value of Zmin shows that the fullerene penetrates through
the surface of the bilayer. We note that the mid-plane of
bilayer is given by Z = −‘ − δ/2. Moreover, we observe two
regions in Fig. 7 which are (i) b≤6.81 Å and (ii)

6:81 < b � 17:96Å. On using a curve fitting technique
for regions (i) and (ii), we obtain

(i): Zmin ¼ 6:812 � b2
� �1=2

;

(ii): Zmin ¼ �7:334� 4:310 tanh�1 b� 10:87ð Þ=7:32½ �:
We observe that for region (ii), this is essentially a three
parameter fit, since the 7.32 appearing in the denominator
actually arises from 10.87−a where a=3.55 Å is the C60

radius, and thus confirming that the curve for region (ii)
asymptotes to the fullerene radius. The physical insight is
that for the small b regime the problem can be thought of a
hard ball of radius 6.81 Å. This length scale comes from the
physical dimensions of the fullerene and the van der Waals
attraction of the fullerene with the lipid bilayer. From
Table 3 we see that for fullerenes of varying radii, b − a has
a virtually constant value of approximately 3.2 Å. Once the
cutoff radius is reached the fullerene molecule relocates to a
new location in the region (ii) where the molecule
maximises its interaction with the upper lipid layer. As b
increases further the molecule eventually finds the mini-
mum energy located at the mid-plane of the lipid bilayer,
which is Z ¼ �15� 3:36=2ð Þ ¼ �16:68).

Conclusion

In this paper, we use applied mathematical modelling to
determine the molecular interaction energy and the struc-
tural dimensions of a lipid bilayer. We comment that
molecular dynamics simulations of such systems are
certainly possible, both atomistic on short time scales and
mesoscale on longer time scales. However, such approaches
while possible are computationally intensive, and the major
benefit of the approach adopted here is that the calculations
can be performed in a matter of seconds on standard
desktop computers. Here, the 6–12 Lennard-Jones potential
function for nonbonded molecules and the continuous
approach are employed to determine the equilibrium
spacing between two layers of the lipid. This value is
found to be 3.36 Å, which to the authors’ knowledge has
not been reported previously in the literature.

We also assume that there is a circular hole at the centre
of an infinite plane of the lipid bilayer, and the energy
behaviour for a C60 fullerene penetrating the bilayer is

Fig. 7 Relation between minimum energy location Zmin and hole
radius b

Fig. 6 Energy profile for C60 fullerene interacting with hole of radius
b=7, 8, 9, 10 Å with respect to perpendicular distance Z with tail
length ‘ assumed to be 15 Å

Table 3 Numerical values of b − a for Goldberg type I fullerenes of
varying radii a

C60 C240 C540 C960 C1500

a (Å) 3.5481 7.0728 10.5528 14.0342 17.5225

b (at Z=0) (Å) 6.8083 10.3116 13.7807 17.2547 20.7374

b − a (Å) 3.2602 3.2388 3.2279 3.2205 3.2149
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determined. We find that the minimum energy position for
the C60 fullerene with respect to the surface of the bilayer
depends on the radius b of the hole, and when b>6.81 Å
the fullerene penetrates through the bilayer. For a circular
hole of radius b≤6.81 Å, our results indicate that a fullerene
behaves like a hard sphere at rest in the hole. As the hole
radius increases beyond that critical value, the fullerene
relocates inside the layer until the radius acquires the value
b≤17.96 Å, and for hole radii beyond that value the
fullerene is attracted to the mid-plane layer and remains
there. Accordingly, once the fullerene enters the lipid
bilayer under no applied external force, it undergoes an
instability which results in a rapid relocation to the interior
of the bilayer, and then remains at the mid-point between
the two layers of the lipid. In other words, for increasing
hole radii, there exists an instability at the critical radius
b=6.81 Å.
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Abstract The interactions between neutral Al12X(Ih) (X =
Al, C, N and P) nanoparticles and DNA nucleobases,
namely adenine (A), thymine (T), guanine (G) and cytosine
(C), as well as the Watson−Crick base pairs (BPs) AT and
GC, were investigated by means of density functional
theory computations. The Al12X clusters can tightly bind to
DNA bases and BPs to form stable complexes with
negative binding Gibbs free energies at room temperature,
and considerable charge transfers occur between the bases/
BPs and the Al12X clusters. These strong interactions,
which are also expected for larger Al nanoparticles, may

have potentially adverse impacts on the structure and
stability of DNA and thus cause its dysfunction.

Keywords Aluminum cluster . DNA . Nucleobase . Base
pair . Density functional theory . Interaction . Nanotoxicity

Introduction

Nanoparticles (NPs) are “fickle” and have diverse biolog-
ical effects depending on their size, chemical composition,
shape, surface charge density, hydrophobicity, and aggre-
gation. These complex effects make it extremely difficult to
understand nanoparticles’ toxicities in different situations.
As a result, nanotoxicity remains poorly understood, and a
systematic approach to assessing the potential toxicology of
nanomaterials is still non-existent [1, 2].

Experimentalists have made great progress (for very
recent reviews, see [3–13]), especially in evaluating the
toxicity of basic nanomaterials in vitro [14]. In stark
contrast, computational studies aimed at understanding the
toxicity of NPs are scarce [15–25], but are giving us rather
instructive information. For example, by molecular dynam-
ics (MD) simulations, Zhao et al. [16] suggested that C60

can bind tightly to single-strand (ssDNA) or double-strand
DNA (dsDNA) in aqueous solution and significantly affect
the nucleotides. Zhao further found that three typical water-
soluble C60 derivatives can associate strongly with ssDNA
segments and that they exhibit different binding features
depending on their different functional groups [17].

Given the rapid growth of nanotechnologies and the
massive production of NPs in the near future, it is
impossible to test the biological effects of all the nanoscale
products in vivo. Thus, fundamental theoretical research on
nanotoxicity prediction is urgently required. Probing inter-
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actions between NPs and biological systems is the first
critical step in understanding and ultimately predicting
nanotoxicity.

Aluminum, a widely used metal, caught our great
attention. People are exposed to aluminum in daily life
through food and water consumption as well as through the
use of many commercial products, such as antacids and
antiperspirants. High aluminum concentrations in the
human body can lead to anemia, bone disease, and
dementia [26–28]. Besides, aluminum may be associated
with neurological disorders such as dialysis encephalopa-
thy, Parkinson’s dementia, and, especially, Alzheimer’s
disease [29, 30]. Very recent in vitro experimental studies
show that Al NPs impair the cell’s natural ability to respond
to a respiratory pathogen regardless of NP composition (Al
or Al2O3) [31].

Not surprisingly, theoretical and experimental studies
have been performed to address the interactions between
aluminum and nucleobases/base pairs or nucleotides. For
example, using photoionization efficiency spectra, Pedersen
et al. [32] found that Al atoms can stabilize an unusual
tautomer of guanine that is incompatible with the formation
of Watson-Crick base pairs (BPs). The theoretical studies of
Mazzuca et al. [22] indicate that aluminum ions and
nucleobases, as well as the corresponding nucleotides, can
form stable complexes with large binding energies. Single
aluminum atoms and trications were found to have high
affinity to nucleic acid bases and monophosphate nucleo-
tides [22, 33, 34]. However, all these studies considered
only Al atoms and trications—no study involving Al NPs
has been reported to the best of our knowledge.

Upon entering cells, Al NPs may coordinate with
DNA and RNA nucleobases and disrupt their formation,
replication and cleavage, and consequently, cause adverse
effects to human health. To understand the possible
toxicity of aluminum-based NPs in the human body, a
detailed study on the interactions between Al NPs and
DNA nucleobases as well as the corresponding BPs is
urgently needed.

Choosing an appropriate NP model is crucial to the
investigation of the bonding mechanism between Al NPs
and DNA. Bare Al13 is a well-known magic cluster that has
gained much attention for many years. Its neutral form is
one electron deficient compared to the closed 40-electron

shell given by the jellium model [35]. The icosahedral
configuration is generally considered the most energetically
favorable structure of neutral Al13. Substituting the inner
aluminum atom of Al13 (Ih) with a tetravalent atom such as
C (or Si) leads to a closed shell configuration, just as in a
noble gas superatom [36–39]. On the other hand, doping
with an atom with five valence electrons such as P (or N)
results in a super alkali-metal atom with one extra electron
[39, 40]. Having similar sizes and shapes but diverse redox
properties, these doped Al12X clusters (X = Al, C, N and P)
are ideal models of Al-based NPs. A comparison of these
four NPs will also provide information on how the
properties of NP binding to biosystems may change with
different electronic configurations.

Thus, in this work, we used neutral bare Al12X clusters
as simple NP models to investigate theoretically their
interactions with adenine (A), thymine (T), guanine (G)
and cytosine (C) as well as AT and GC pairs. The goal was
to shed light on the possible biotoxicity caused by different
NP configurations. Issues such as the geometries, electronic
properties and binding Gibbs free energies of the com-
plexes of bases/BPs with Al12X clusters are addressed. The
mechanisms of Al NP binding as well as potential adverse
effects on human biosystems are also suggested.

Computational methods

First, full geometry optimizations without symmetry
constraints were carried out using the M05-2X functional
[41] with the standard 6-31G* basis set. The M05-2X
functional has exhibited outstanding performance in
evaluating the geometries and energies of systems involv-
ing DNA bases [41, 42], and the optimized geometries of
Al12X clusters at this level also agree well with earlier
studies [43]. Several possible binding sites on nucleobases
and BPs (Fig. 1, individual bases have the same
numbering schemes) were considered to interact with
Al12X (Ih) clusters, although in practice some sites may
be blocked by sugar residues (ssDNA) or by intermolec-
ular hydrogen bonds (dsDNA). All isomers were charac-
terized as local minima by harmonic vibrational frequency
analysis at the same theoretical level after the optimiza-
tion. Then, the lowest-energy structures were reoptimized

Fig. 1 Geometries and number-
ing schemes for the Watson-
Crick base pairs AT [adenine
(A)–thymine (T)] and GC
[guanine (G)–cytosine (C)]
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with the larger 6-311+G* basis set using polarizable
continuum model (PCM) [44] to take the effect of solvent
(water) into account. Charge distributions were studied
with the aid of the natural bond order (NBO) analysis of
Weinhold et al. [45].

To evaluate the binding strength at room temperature,
we computed the binding Gibbs free energy (ΔGb,
298.15 K and 1 atm ) at the M05-2X/6-311+G* level of
theory. ΔGb is defined as the difference in Gibbs free
energy between a base/BP-Al12X complex and the
separate base/BP and Al cluster (i.e., ΔGb = G(base/BP-
Al12X) − [G(base/BP) + G(Al12X)]). The computed ΔGb

values were adjusted for basis set superposition error
(BSSE) using the Boys-Bernardi counterpoise correction
scheme [46]. The Gaussian 03 package was employed
throughout our density functional theory (DFT) computa-
tions [47]. The molecular orbitals were plotted using the
gOpenmol program [48, 49].

Results and discussion

Geometries and energetics of base-Al12X complexes

In DNA nucleobases, electron-rich N and O atoms are
conventionally favored for metal binding, while the
exocyclic amino groups in A, G and C can bind with
metals only after deprotonation or in tautomer structures
[50, 51]. Thus, we considered the initial isomers by binding
Al12X to the principal sites (either endocyclic N atoms or
exocyclic carbonyl O atoms) in bases, namely, N1, N3, N7
of adenine, O2, O4 of thymine, N3, N7, O6 of guanine, and
O2, N3 of cytosine. The lowest-energy complexes screened
from the M05-2X/6-31G* optimized geometries (Table S1
summarizes all isomers, see Supporting Information) were
reoptimized at the M05-2X/6-311+G* level of theory using
PCM, and are presented in Fig. 2.

Adenine has three endocyclic nitrogen atoms (namely
N1, N3 and N7, Fig. 1), all of which are potential sites for
metal binding. The complexes with Al12X bound to the N3
site of adenine are the most favorable energetically (Table
S1). The nearest base-Al12X distances (Rb−Al) have the
order A-Al13 (1.96 Å) < A-Al12N (1.98 Å) < A-Al12C
(2.00 Å) = A-Al12P (2.00 Å) (Fig. 2). The BSSE corrected
ΔGb values at 298.15 K (Table 1, −16.0, −7.3, −16.9
and −14.5 kcal mol−1 for A-Al13, A-Al12C, A-Al12N and A-
Al12P, respectively) also suggest substantial interactions
between adenine and the Al12X. Clearly, A-Al12C has a
relatively larger ΔGb due to the closed shell configuration
of the metal cluster.

For T-Al12X complexes, the isomers with the metal
bound to the O2 atom of thymine have more favorable
energies. In contrast, σ bonding to O4 was preferred in

other reports involving single Al atoms in either neutral or
ionic form [22, 52]. T-Al12X has the same ΔGb and similar
Rb−A1 orders as A-Al12X, i.e., forΔGb, T-Al12N (−12.5 kcal
mol−1) < T−Al13 (−10.9 kcal mol−1) < T-Al12P (−9.6 kcal
mol−1) < T-Al12C (5.2 kcal mol−1), and for Rb−A1, T-Al13
(1.84 Å) = T-Al12C (1.84 Å) < T-Al12N (1.86 Å) < T−Al12P
(1.87 Å). However, the T-Al12X complexes have larger
ΔGb values than A-Al12X.

The G-Al12X complexes binding guanine via O6 sites
are all most favorable energetically. Basically, their ΔGb

values are all slightly smaller than those of A-Al12X and T-
Al12X. G-Al12P has the smallest ΔGb (−19.7 kcal mol−1),
followed by G-Al12N (−17.3 kcal mol−1). Although
relatively large, the ΔGb of G-Al12C is still considerable
(−8.7 kcal mol−1). Like that of A-Al12X, the Rb−Al obeys
the order of G-Al13 (1.82 Å) < G-Al12N (1.84 Å) < G-
Al12C (1.85 Å) = G-Al12P (1.85 Å). Earlier studies
proposed that a single Al atom or ion can bridge the O6
and the N7 atoms to form a stable structure [22, 32, 53]. As
in the case of the G-Al12X complexes studied here, the
metal binding to the O6 site may distort GC pairing and
lead to the formation of globular DNA [54–57].

Generally, neutral cytosine favors N3 or O2 sites for binding
with metals, depending on the nature of the metal and steric
factors. When an Al12X cluster attaches to cytosine, Al13,
Al12C and Al12N prefer the O2 site, whereas Al12P forms a
bicoordinated complex with the N3 and O2 sites, adopting a
similar binding pattern to the complex between cytosine and a
single Al atom (or its cation and anion) [22, 33].

Energetically, the most stable complex is C-Al12P
(ΔGb −21.3 kcal mol−1), followed by C-Al12N (−18.3 kcal
mol−1), C-Al13 (−16.9 kcal mol−1) and C-Al12C (−9.5 kcal
mol−1). These complexes have the smallest ΔGb values
among all the base-Al12X complexes studied here. A large
binding energy of cytosine-Al (neutral atom) was observed
experimentally and suggested theoretically [33, 34]. Rb−Al

has the order of C-Al13 (1.81 Å) < C-Al12N (1.82 Å) < C-
Al12C (1.83 Å) < C-Al12P (1.89 Å, 1.98 Å). The high
stability of C-Al12P may be due to the two-fold intra-
cluster interactions (from both N–Al and O–Al bonds).

From the above, we can draw the following conclusions:

(1) Al12X clusters prefer to bind to O atoms over N atoms
in the bases. A similar behavior was also found when
hard transition metals interact with DNA bases [58].

(2) Based onΔGb, the relative affinities of individual bases
to the same Al12X cluster are ordered as T < A < G < C.
In addition, ΔGb has the order Al12P < Al12N (or
Al12N < Al12P) < Al13 < Al12C for the same bases.
Thus, T-Al12C has the largest ΔGb (5.2 kcal mol−1)
of all the base-Al12X complexes. The special case of
C-Al12P features bicoordination and the smallest
binding Gibbs free energy (−21.3 kcal mol–1).
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(3) Basically, Rb−Al has the order Al13 < Al12N < Al12C <
Al12P for a single base and the order C < G < T < A
for a single Al12X. Thus, C-Al13 and A-Al12P have the
shortest (1.81 Å) and the longest Rb−Al values
(2.00 Å), respectively, among all the base-Al12X
complexes. The shortest Rb−Al is attributed to the
interaction between the lone pairs (from O or N atoms)
on the bases and the electron-deficient outer orbitals of
Al13.

Geometries and energetics of BP-Al12X complexes

Similar patterns are apparent in the interactions between DNA
BPs and Al12X clusters. Figure 3 illustrates the optimized
structures of the complexes at the M05-2X/6-311+G* level
of theory, while Table 1 summarizes the corresponding
binding Gibbs free energies, ΔGb. In the AT-Al12X
complexes, Al13, Al12C or Al12N bound to the N3 site of
the adenine moiety have the lowest energy, whereas Al12P

Fig. 2 Optimized geometries of the lowest-energy complexes of DNA
base-Al12X and computed natural bond order (NBO) charges for
selected atoms at the M05-2X/6-311+G* level of theory. Black C, red

O, blue N, white H, pink Al, yellow P. The nearest base-Al12X
distances (Rb-Al, unit: Å) and charges are given in blue (in
parentheses) and black, respectively
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prefers the O2 site of thymine (Table S2). In the case of GC-
Al12X complexes, however, all four Al12X clusters prefer
binding at the O6 and the N7 sites of the guanine moiety in a
bridging fashion.

The BSSE-corrected ΔGb values (−14.5, −8.0, −22.3
and −11.0 kcal mol−1 for AT-Al13, AT-Al12C, AT-Al12N and
AT-Al12P, respectively) suggest that the interaction between
AT and Al12N is the strongest, while that between AT and
Al12C is the weakest. The RBP-Al values of AT-Al13 and AT-
Al12C are exactly the same as the Rb-Al values of the
corresponding A-Al12X complexes (1.96 and 2.00 Å,
respectively), while the RBP-Al values of AT-Al12N
(1.97 Å) and AT-Al12P (1.82 Å) decrease by 0.01 and
0.05 Å compared to the Rb-Al values of A-Al12N (1.98 Å)
and T-Al12P (1.87 Å), respectively. AT-Al12C has the
longest RBP-Al and the largest ΔGb because of the high
chemical stability of Al12C, while AT-Al12P and AT-Al12N

have the shortest RBP-Al and the smallest binding Gibbs free
energy, respectively.

With the Al12X clusters simultaneously bridging O6 and
N7 of guanine, GC-Al13, GC-Al12C, GC-Al12N and GC-
Al12P all have considerable ΔGb values (−10.2, −4.0, −17.9
and −16.2 kcal mol−1, respectively). The average bond
lengths (to O6 and N7 sites) are 1.94, 1.97, 1.95 and
1.93 Å, respectively, for Al13, Al12C, Al12N and Al12P,
leading to the order: GC-Al12P < GC-Al13 < GC-Al12N <
GC-Al12C. Among these, GC-Al12N has the strongest
binding strength and is energetically the most stable.

Intermolecular hydrogen bonds play an important role
in the stabilities of BPs and their associated complexes.
Thus, we computed the intermolecular hydrogen bond
distances in the BP-Al12X complexes in comparison with
pure BPs (Table 2). Our computed hydrogen-bond param-
eters in BPs are consistent with previous high-level
computations [59, 60].

For AT-Al13, AT-Al12C and AT-Al12N, with respect to
normal AT, the N6(A)···O4(T) hydrogen bond distances
decrease slightly, by 1.3%, whereas the N1(A)···N3(T)
distances increase by 2.4%. However, these two hydrogen
bonds become shorter (by 3.7 and 3.5%, respectively) in
the AT-Al12P complex. Interestingly, in binding with the
Al12P, H3 (T) approaches the adenine moiety more closely
[H3(T)–N1(A) and H3(T)–N3(T) are 1.05 and 1.74 Å,
respectively, see Fig. 3]. In the GC-Al12X complexes, the
hydrogen bond distances of O6(G)···N4(C) increase dra-
matically (by 8.5, 7.4, 8.8 and 4.9% for GC-Al13, GC-
Al12C, GC-Al12N and GC-Al12P, respectively), whereas
most of the N1(G)···N3(C) distances are enlarged slightly

Table 1 Basis set superposition error (BSSE)-corrected binding
Gibbs free energies ΔGb (kcal mol−1) of the base/BP-Al12X
complexes computed at the M05-2X/6-311+G* level of theory

Al13 Al12C Al12N Al12P

A −16.0 −7.3 −16.9 −14.5
T −10.9 5.2 −12.5 −9.6
G −15.8 −8.7 −17.3 −19.7
C −16.9 −9.5 −18.3 −21.3
AT −14.5 −8.0 −22.3 −11.0
GC −10.2 −4.0 −17.9 −16.2

Fig. 3 Optimized geometries of the lowest-energy isomers of base pair (BP)-Al12X complexes and computed NBO charges for selected atoms at
the M05-2X/6-311+G* level of theory. Coloring and labeling scheme as in Fig. 2
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(except GC-Al12N). In contrast, the N2(G)···O2(C) bonds
shorten considerably (by 5.1, 4.8, 3.7 and 4.1% for GC-
Al13, GC-Al12C, GC-Al12N and GC-Al12P, respectively).
Compared to free GC, in GC-Al12X complexes the O6
(G)···N4(C) bond is weakened and N2(G)···O2(C) is
reinforced, whereas N1(G)···N3(C) changes only slightly.
Clearly, depending on the nature of the metal clusters, the
intermolecular H bonds of BPs can be reinforced, weak-
ened, or even altered remarkably. This conclusion is further
confirmed by the computational comparisons between the
base–base interaction energies for BP-Al12X complexes and
those for the free BPs (Table 2).

Electronic properties

Charge distributions and redox properties

Detailed analyses of NBO charge distributions were
performed (Table 3). Clearly, Al12X clusters have negative
charges in all complexes except C-Al12P. Considerable
charge transfers occur in all complexes, with the smallest
amount of 0.16 e in T-Al12P. Surprisingly, the largest charge
transfer occurs in the C-Al12P complex, in which the C
moiety obtains a substantial amount of negative charge
(−0.51 e) from the Al12P.

We then computed the vertical and adiabatic ionization
potentials (VIPs, AIPs) of the individual bases and BPs.
The IP values (VIPs 8.58, 9.33, 8.30, and 9.06 eV for A, T,
G and C, respectively; the corresponding AIP values are

8.32, 9.02, 7.87 and 8.92 eV) have the order G < A < C <
T, which agrees very well with previous high accuracy
computations [61]. Thus, in the case of AT-Al12X, the T
moiety can gain an electron from A and become negatively
charged. However, in the GC-Al12X complex, G loses an
electron more easily than C, so G contributes most of the
negative charge localized on the Al12X. GC has a VIP of
7.56 eV and AIP of 7.14 eV, smaller than those of AT (VIP
8.35 eV, AIP 8.00 eV). Thus, Al12X can obtain more
electrons (ca. 0.1 e, Table 3) from GC than from AT.

In addition, we computed the vertical and adiabatic
electron affinities (VEAs, AEAs) for the Al12X clusters. The
EA values (VEAs 3.23, 1.43, 2.28 and 1.44 eV, respectively,
for Al13, Al12C, Al12N and Al12P; the corresponding AEA
values are 3.49, 1.44, 2.28 and 1.45 eV) have the order
Al12C < Al12P < Al12N < Al13. Thus, we can expect that
both T and AT have small affinities to bind Al12C, which is
in line with the above discussions ofΔGb. Moreover, we can
also anticipate that Al13 can gain some electrons from the
BPs due to its large EA, which was confirmed by the
computed NBO charge (Table 3), although all four Al12X
clusters obtain electrons from the BPs, regardless of whether
the Al12X cluster is electron deficient or abundant.

On the other hand, the Al atom(s) bound to the bases/
BPs all exhibit positive charge (Figs. 2, 3). For example,
the charges on the relevant Al atoms are 0.24, 0.14, 0.12
and 0.13 e in A-Al13, A-Al12C, A-Al12N and A-Al12P,
respectively. Thus, although the whole NP can attract
electrons from the base, locally the Al atom attached to

BP BP−Al13 BP−Al12C BP−Al12N BP−Al12P

AT N6(A)···O4(T) 2.98 2.94 (−1.3) 2.94 (−1.3) 2.94 (−1.3) 2.87 (−3.7)
N1(A)···N3(T) 2.89 2.96 (+2.4) 2.96 (+2.4) 2.96 (+2.4) 2.79 (−3.5)
ΔE −14.8 −14.7 (−0.7) −14.7 (−0.7) −14.6 (−1.4) −97.7 (+560.1)

GC O6(G)···N4(C) 2.84 3.08 (+8.5) 3.05 (+7.4) 3.09 (+8.8) 2.98 (+4.9)

N1(G)···N3(C) 2.97 3.00 (+1.0) 3.01 (+1.3) 2.93 (−1.3) 2.99 (+0.7)

N2(G)···O2(C) 2.94 2.79 (−5.1) 2.80 (−4.8) 2.83 (−3.7) 2.82 (−4.1)
ΔE −30.4 −31.8 (+4.6) −31.8 (+4.6) −30.3 (−0.3) −31.2 (+2.6)

Table 2 Computed hydrogen
bond lengths (Å) and BSSE
corrected base–base interaction
energies ΔE (kcal mol−1) in BP-
Al12X complexes at the M05-
2X/6-311+G* level of theorya.
BP Base pair

a Variations from the free BPs
are given in parentheses (%)

Base/BP−Al13 Base/BP−Al12C Base/BP−Al12N Base/BP−Al12P

Base/BP Al13 Base/BP Al12C Base/BP Al12N Base/BP Al12P

A 0.20 −0.20 0.20 −0.20 0.20 −0.20 0.19 −0.19
T 0.17 −0.17 0.17 −0.17 0.17 −0.17 0.16 −0.16
G 0.17 −0.17 0.18 −0.18 0.17 −0.17 0.17 −0.17
C 0.19 −0.19 0.19 −0.19 0.19 −0.19 −0.51 0.51

A(AT) 0.22 −0.20 0.20 −0.20 0.20 −0.20 0.41 −0.19
T(AT) −0.02 0.00 0.00 −0.22
G(GC) 0.24 −0.33 0.24 −0.32 0.24 −0.33 0.24 −0.32
C(GC) 0.09 0.08 0.09 0.08

Table 3 Total NBO charges
(e) in the base/BP-Al12X com-
plexes computed at the M05-
2X/6-311+G* level of theory
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the base is positively charged, due mainly to the connecting
electronegative O or N atom.

For complexes with both bases and BPs, the charges on
the inner X atoms change little for the same Al12X (Figs. 2,

3). These complexes manifest a large electronic shielding
effect of the outer Al shells. From the geometrical
parameters and the charge distributions of the studied
complexes, we conclude that all Al12X NPs are coordinated

Fig. 4 Plots of the frontier orbitals for the base–Al12X complexes and the corresponding HOMO−LUMO gap energies (eV, in parentheses)
computed at the M05-2X/6-311+G* level of theory

Fig. 5 Plots of the frontier orbitals for the BP-Al12X complexes and the corresponding HOMO−LUMO gap energies (eV, in parentheses)
computed at the M05-2X/6-311+G* level of theory



to bases and BPs through both covalent bonds and
electrostatic interactions.

Frontier molecular orbitals

To derive useful information about the reactivity of the
complexes under study, we plotted their frontier molecular
orbitals, especially the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital
(LUMO). The HOMOs and LUMOs are localized around
the Al12X NP in almost all of the base–Al12X complexes
(Fig. 4) with the exception of C-Al12C, whose LUMO
locates mainly on the cytosine moiety. Thus, oxidation as
well as reduction reactions occur mostly on the metal
clusters.

Similarly, most of the frontier orbitals of the BP-Al12X
complexes locate on the Al clusters. The exceptions are the
LUMOs in GC-Al12X (X = Al, C and P), which are
localized mainly on the BPs (Fig. 5). Furthermore, all of the
base/BP-Al12X complexes have sizable HOMO−LUMO
gap energies (ranging from 2.58 to 4.21 eV and 2.38 to
4.16 eV for base–Al12X and BP-Al12X, respectively),
suggesting high kinetic stabilities.

Implications to the nanotoxicity of aluminum clusters

Our computations reveal that the Al12X clusters have very
strong interactions with DNA bases and base pairs (To
confirm this, ΔGb values at higher temperatures (298.15–
318.15 K) and BSSE-corrected binding energies were also
estimated (summarized in Fig. S1 and Table S3, respec-
tively, see Supporting Information). Notably, the typically
highly stable magic cluster Al12C is also very reactive and
interacts strongly with DNA, and the redox properties of
the Al12X clusters do not have significant effects. It is the
rather robust interaction between the surface Al atoms and
the elements with high electronegativity (N and O) that
binds the Al12X cluster and DNA. Thus, it is expected that
larger Al NPs also tightly attach to DNA. Such interactions
will most likely cause structural damage and electronic
property changes in the DNA, and consequently lead to
adverse effects on DNA function.

Conclusions

In summary, we performed a detailed theoretical study of
complexes composed of DNA bases/BPs and Al12X (X = Al,
C, N and P) clusters by means of DFT computations. All
of these Al12X clusters attach tightly to the bases/BPs
with negative binding Gibbs free energies due to the
strong interactions between the outer Al atoms and the
related binding sites, but the different redox properties of

Al12X NPs have an insignificant effect. All four NPs (one
is closed shell, three are open shell) can attract electrons
from the BPs. The intermolecular H bonds of the BPs can
be reinforced, weakened, or altered markedly depending
on the nature of the metal cluster. All these findings
suggest that the bound Al12X clusters, as well as larger Al
nanoparticles, can affect the structure and stability of
DNA, and may cause negative effects on its function. We
hope this study sheds light on nanotoxicology research
and stimulates more theoretical studies on the toxicities of
NPs.
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Abstract Multiple receptors conformation docking
(MRCD) and clustering of dock poses allows seamless
incorporation of receptor binding conformation of the
molecules on wide range of ligands with varied structural
scaffold. The accuracy of the approach was tested on a set
of 120 cyclic urea molecules having HIV-1 protease
inhibitory activity using 12 high resolution X-ray crystal
structures and one NMR resolved conformation of HIV-1
protease extracted from protein data bank. A cross
validation was performed on 25 non-cyclic urea HIV-1
protease inhibitor having varied structures. The compara-
tive molecular field analysis (CoMFA) and comparative
molecular similarity indices analysis (CoMSIA) models
were generated using 60 molecules in the training set by
applying leave one out cross validation method, rloo

2 values
of 0.598 and 0.674 for CoMFA and CoMSIA respectively
and non-cross validated regression coefficient r2 values of
0.983 and 0.985 were obtained for CoMFA and CoMSIA
respectively. The predictive ability of these models was
determined using a test set of 60 cyclic urea molecules that
gave predictive correlation (rpred

2) of 0.684 and 0.64
respectively for CoMFA and CoMSIA indicating good
internal predictive ability. Based on this information 25
non-cyclic urea molecules were taken as a test set to check
the external predictive ability of these models. This gave
remarkable out come with rpred

2 of 0.61 and 0.53 for
CoMFA and CoMSIA respectively. The results invariably

show that this method is useful for performing 3D QSAR
analysis on molecules having different structural motifs.

Keywords AIDS (acquired immunodeficiency syndrome) .

CoMFA (Comparative molecular field analysis) . CoMSIA
(Comparative molecular similarity indices analysis) . HIV- 1
(Human immunodeficiency virus type1) .MRCD (Multiple
receptor conformation docking) . PLS (partial least square)
analysis . PR (aspartic protease)

Introduction

Human immunodeficiency virus type1 (HIV-1) is responsible
for human acquired immunodeficiency syndrome (AIDS) [1,
2], one of the most urgent world health threats. With ca. 42
million HIV/AIDS patients worldwide, only 20 anti-HIV
drugs are currently available for clinical use. HIV-1 genome
encodes for three major enzymes protease, reverse transcrip-
tase and integrase for HIV-1 replication. The aspartic
protease (PR) of the human immunodeficiency virus type 1
(HIV-1) cleaves the viral gag-pol fusion precursor poly-
protein into active viral structural proteins and replicative
enzymes such as reverse transcriptase, endonuclease, and
integrase, thus playing an essential role in the maturation of
HIV-1 particles and virus replication [3]. Therefore, PR is an
important target for the design of specific antiviral agents
dedicated to treatment of HIV-1 infection and acquired
immunodeficiency syndrome (AIDS) [4–8]. cyclic urea
molecules have been reported to constitute an entirely new
class of potent and perspective nonpeptidic inhibitors of PR,
fundamental feature of the cyclic urea inhibitors is the
carbonyl oxygen that mimics the hydrogen-bonding features
of the key structural water molecule present in the active site
of the PR [9]. In the present study 120 cyclic urea molecules
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are taken into consideration apart from that, another 25 non-
cyclic urea molecules having HIV-1 protease inhibitory
activity are used for comparative molecular field analysis
(CoMFA) [10] and comparative similarity indices analysis
(CoMSIA) [11] based 3D QSAR analysis.

3D QSAR techniques, such as the CoMFA and CoMSIA,
are based on the experimental structure-activity relationship
on specific bio-macromolecule and ligand pair. This method is
based only on the ligand structure and thus the spatial
alignment is crucial in determining the accuracy of these
approaches. Another reason for the inaccuracy in traditional
ligand-based 3D QSAR [12] lies in the fact that the
conformation used in the alignment may not be the active
conformer of that ligand. One way to surmount such inherent
imperfection is to introduce three-dimensional structures of
the target bio-macromolecule during alignment process this
strategy is called receptor-based 3D QSAR analysis [13–16].
The three-dimensional structures of the target can be
obtained either from experimentally derived X-ray crystal-
lography, NMR spectroscopy or from homology modeling.

Different methods have been employed for receptor-
based alignment of the ligands. In general, the X-ray
crystal structure of inhibitor complexed with the enzyme
is used as a template for superimposition, assuming that
this conformation represents the most probable bioactive
conformation.

Receptor-docked alignment derived from the structure-
based docking algorithms like GOLD, FlexX, GLIDE, and
Autodock are used as such [17] or a rigid realignment of
the poses from the receptor-docked alignment is performed,
or the use of best docked mode of the smallest compound
as template and modified for the other compounds [18].
These compounds were minimized and minimized struc-
tures at this binding mode were superimposed to get the
molecular alignment for CoMFA and CoMSIA. To incor-
porate receptor flexibility, docking followed by molecular
dynamics and minimization of protein ligand complex is
performed and the ligand conformation obtained is used as
template for alignment [19].

All these methods are helpful for the alignment of
molecules having maximum common substructure, but
cannot be employed for ligands having diverse structures.
Here in this article we report a method to incorporate
protein flexibility by applying multiple receptor conforma-
tion docking (MRCD) [20–22] and clustering of docked
pose for obtaining the alignment of compounds which can
have a diverse substructure.

Methodology

Twelve high resolution X-ray crystal structure and one
NMR resolved crystal structure of HIV-1 protease in

complex with inhibitors (pdb id: 1PRO, 1BV9, 1AJX,
1AJV, 1T7K, 1QBR, 1QBS, 1QBU, 1HVR, 1HVH, 1DMP,
1G35, 1BVG) [23–32] were downloaded from the protein
data bank. GLIDE 5.6 [33] was used for molecular
docking. The resolution of the crystal structure is given in
Table 1. The proteins were prepared using protein prepa-
ration module applying the default parameters, grids were
generated around the active site of the protease with
receptor Van der Waals scaling for the non-polar atoms as
0.9 [34].

A set 145 known HIV-1 protease inhibitors that includes
120 cyclic urea and 25 non cyclic urea molecules with
diverse structures and varied range of inhibition constants
(Ki) were selected from literature [4, 9, 27, 28, 35–40],
these were built using maestro build panel and prepared by
LigPrep application in Schrödinger 2010 suite. Structures
of cyclic urea molecules are given in Table 2. LigPrep
produces the low energy conformer of the ligand using the
MMFF94s force field. The lower energy RSSR conforma-
tions of the ligands were selected and docked into the grid
generated from the 13 protein structures using the standard
precision docking mode [34]. The crystal structure ligands
were also docked and its RMSD was calculated to validate
the docking process.

The best dock pose (low binding energy conformer
according to the glide dock score) of each ligand from 13
docking runs performed on 13 receptors grids were analyzed
for their hydrogen bond interactions with the receptor. The
pose with the required hydrogen bonding namely with
carboxylate of Asp25 and amine of Ile50 were selected for
further clustering. The dock poses were clustered using
clustering of conformer’s script in Schrödinger 2010 suite.

Table 1 PDB ids of crystal structure of HIV-1 protease, their
resolution and RMSD of redocked co-crystallized ligand

S.
No.

Protein PDB
id

X-ray crystal structure
resolution (Å)

RMSD
(Å)

1 1AJV 2.00 0.942

2 1AJX 1.85 0.497

3 1BV9 2.00 2.115

4 1DMP 2.00 0.456

5 1G35 1.80 2.05

6 1HVH 1.80 2.24

7 1HVR 1.80 0.537

8 1QBR 1.80 0.421

9 1QBS 1.80 0.521

10 1QBU 1.80 0.863

11 1T7K 2.10 0.77

12 1PRO 1.80 1.115

13 1BVG NMR resolved 0.508
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The clustering was performed using atomic RMSD, in this
RMSD was calculated in place which does not alter the dock
pose of each conformer. The lowest binding energy confor-
mation from the most populated cluster was chosen for
CoMFA and CoMSIA analysis without further alignment, i.e.,
super imposition of ligands based on the common substructure
for a set of molecules was not done, instead the docked
conformer pose obtained form clustering were taken as is for
all ligands. This imparts the flexible receptor binding
information of each ligand in data set. The resulting docked
pose orientations is shown in Fig. 1.

The molecules were imported into Sybyl 6.9 molecular
modeling program package [41] Gasteiger-Hückel [42]
charges were assigned. The standard Tripos force fields
were employed for the CoMFA and CoMSIA analysis. A
3D cubic lattice of dimension 4Å in each direction with
each lattice intersection of regularly spaced grid of 2.0 Å
was created. The steric and electrostatic parameters were
calculated in case of the CoMFA fields while hydrophobic,
acceptor and donor parameters in addition to steric and
electrostatic were calculated in case of the CoMSIA fields
at each lattice. The sp3 carbon was used as a probe atom to
generate steric (Lennard-Jones potential) field energies and

a charge of +1 to generate electrostatic (Coulombic
potential) field energies. A distance dependent dielectric
constant of 1.00 was used. The steric and electrostatic
contributions were cut off at 30 kcal mol-1.

A partial least squares (PLS) regression was used to
generate a linear relationship that correlates changes in the
computed fields with changes in the corresponding exper-
imental values of biological activity (pKi) for the data set of
ligands. One hundred twenty cyclic urea molecules were
divided into training and test set of 60 molecules each
respectively, considering the set had a balanced distribution
of more and less active compounds. Twenty five non cyclic
inhibitors were taken as external test set. Biological activity
values of ligands were used as dependent variables in a PLS
statistical analysis. The column filtering value (s) was set to
2.0 kcal mol-1 to improve the signal-to-noise ratio by
omitting those lattice points whose energy variations were
below this threshold. Cross-validations were performed by
the leave-one-out (LOO) procedure to determine the
optimum number of components (ONC) and the coefficient
rloo

2. The optimum number of components obtained is then
used to derive the final QSAR model using all of the
training set compounds with non-cross validation and to

Table 2 Structures of cyclic urea molecules with their experimental pKi and predicted pKi

N N

O

OH OH

R
2

R
2

R
1

R
1

R2

lyzneB
Benzyl 

lyzneB
Benzyl 
Benzyl 

lyzneB
Benzyl 

lyzneB
lyzneB

Benzyl 
lyzneB

Benzyl 
lyzneB

Benzyl 
lyzneB
lyzneB

Benzyl 
Benzyl 

Mol R1

lyteM1
2t Ethyl

lyporP-nt3
4 n-butyl
5 n-pentyl

lyxeh-nt6
7 2-methoxy ethyl

lyhteyxohte-2t8
lytub-osIt9

10t Iso-pentyl
lyxeh-osI11

12t Iso-heptyl
lyllAt31

14t 2-methylpropen-3-yl
lynerp-osI51

lyhte)yxolynehte(t61
17t cyclopropyl methyl
18 Cyclobutyl methyl
19 Cyclopentyl methyl Benzyl 

Expt.
pKi *

Pred pKi
CoMFA

Pred pKi
CoMSIA

5.240 5.307 5.328
7.000 7.736 8.505

996.8179.7790.8
8.854 8.083 8.624
8.796 8.951 8.902

334.8953.8733.8
6.097 6.441 5.996
5.958 7.130 6.493

826.8228.7003.7
7.921 8.438 8.396
8.155 8.346 8.219
7.523 8.499 8.346
8.284 7.726 8.633
8.136 7.926 8.931

109.8206.8547.8
500.8337.7222.7

8.677 8.185 8.561
8.886 8.686 8.879
8.366 8.432 8.807
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obtain the conventional regression coefficient (r2). Since the
statistical parameters were found to be the best for the
model from the LOO method, it was employed for further
predictions of activity of test molecules for cross validation
of the model. The schematic representation of the multiple

receptor conformation docking (MRCD), clustering and 3D
QSAR is given in Fig. 2.

Multiple receptors conformation docking is a method
employed for incorporating the receptor flexibility while
docking analysis. In this method different conformations of

Table 2 (continued)

20t Benzyl Benzyl 8.523 7.745 8.405
948.6298.6838.6lyzneBlylocip-212

22t 3-picolyl Benzyl 8.013 7.553 8.653
23t 4-picolyl Benzyl 7.046 8.228 8.727
24 2-napthyl methyl Benzyl 9.508 9.471 9.467

lyzneBlyzneboroulf-2t52 7.468 7.695 8.521
lyzneBlyzneboroulf-3t62 8.523 8.195 8.892

27 4-flouro benzyl Benzyl 8.854 8.797 8.666
28 3-chlorobenzyl Benzyl 9.051 8.667 8.445
29t 4-chloro benzyl Benzyl 8.284 7.840 8.121

851.8214.8458.8lyzneBlyznebomorb-3t03
31 4-bromobenzyl Benzyl 7.569 7.762 7.745
32t 3-methyl benzyl Benzyl 8.155 8.668 8.387

724.8763.8442.8lyzneBlyzneblyhtem-423
34 3-(trifluoro methyl) benzyl Benzyl 7.657 7.732 7.580
35 4-(trifluoro methyl) benzyl Benzyl 7.292 7.135 7.383

140.9141.9697.8lyzneBlyznebyxohtem-3t63
37 3-(hydroxy methyl) benzyl Benzyl 9.854 9.582 9.776
38t 4-hydroxy benzyl Benzyl 9.921 8.485 9.267
39 3-carbamoyl benzyl Benzyl 10.409 10.637 10.551
40 3-(hydrazinyl carbonyl) benzyl Benzyl 10.745 10.754 10.791
41t 2-(ethyl carbamoyl) benzyl Benzyl 9.678 9.216 9.718
42t 2-(isopropyl carbamoyl) Benzyl 9.237 8.720 9.273
43 3-(propylcarbamoyl) benzyl Benzyl 9.445 9.557 9.340
44 3-(butylcarbamoyl) benzyl Benzyl 9.373 9.233 9.284
45 3-[(cyclopropylmethyl) carbamoyl]

benzyl
Benzyl 9.130 9.039 9.006

46t
2-[(2,2,2-trifluoroethyl)

carbamoyl]benzyl
Benzyl

9.678 9.930 10.085
47 3-(cyanocarbamoyl) benzyl Benzyl 10.201 10.390 10.266
48 3-(phenylcarbamoyl) benzyl Benzyl 9.366 9.390 9.379
49 3-(pyridin-4-yl carbamoyl)benzyl Benzyl 9.387 9.348 9.316
50 3-(pyridin-3-ylcarbamoyl)benzyl Benzyl 9.538 9.529 9.624
51t 2-(pyridin-2-yl carbamoyl)benzyl Benzyl 10.367 10.048 9.262
52 3-[(5-methylpyridin-2-

yl)carbamoyl]benzyl
Benzyl 10.959 11.019 10.944

53t 2-[(6-methylpyridin-2-
yl)carbamoyl]benzyl

Benzyl 10.699 9.586 10.283

54t 2-[(5-chloropyridin-2-
yl)carbamoyl]benzyl

Benzyl 10.921 9.785 9.262

55t 2-[(3,5-dichloropyridin-2-
yl)carbamoyl]benzyl

Benzyl 9.610 9.658 9.107

56 3-[(5-bromopyridin-2-
yl)carbamoyl]benzyl

Benzyl 10.456 10.665 10.465

57 3-[(4-methylpyrimidin-2-
yl)carbamoyl]benzyl

Benzyl 9.939 9.805 9.979

58 3-(pyrimidin-2-ylcarbamoyl) benzyl Benzyl 10.745 10.700 10.890
59t 2-(pyrimidin-2-ylcarbamoyl)benzyl Benzyl 9.818 9.891 11.018
60t 2-(1,3-thiazol-2-ylcarbamoyl)benzyl Benzyl 10.569 10.467 10.237
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Table 2 (continued)

61t 2-[(5-methyl-1,3-thiazol-2-
yl)carbamoyl]

Benzyl

Benzyl 10.602 9.115 9.070

62t 2-[(4-methyl-1,3-thiazol-2-yl)
carbamoyl]benzyl

Benzyl 10.854 10.426 9.894

63 3-(1H-benzimidazol-2-
ylcarbamoyl)benzyl

Benzyl 10.620 10.537 10.643

64 3-{[5-(trifluoromethyl)-1,3,4-
thiadiazol-2-yl] carbamoyl}benzyl

Benzyl 9.745 9.874 9.684

65 3-(1,3,4-thiadiazol-2-ylcarbamoyl)
benzyl

Benzyl 9.959 9.984 9.962

66t 3-(1H-pyrazol-5-yl) benzyl Benzyl 10.569 9.891 11.424

67 
[3-(ethylamino)-1H-indazol-6-

yl]methyl
Benzyl

10.387 10.357 10.268

68t
[3-(propan-2-ylamino)-1H-indazol-5-

yl]methyl
Benzyl

10.046 10.637 10.909

69t
{3-[(cyclopropyl methyl) amino]-1H-

indazol-5-yl}methyl
Benzyl

9.469 9.925 8.756

70 
[3-(propylamino)-1H-indazol-6-

yl]methyl
Benzyl

9.638 9.648 9.479
71 3-(2-hydroxypropan-2-yl) benzyl Benzyl 10.100 10.318 10.094
72t 1H-indazol-5-yl ethyl Benzyl 10.745 9.517 9.786
73t (3-methoxy-1H-indazol-5-yl)methyl Benzyl 9.750 9.636 9.870
74 3-[(aminoacetyl) amino] benzyl Benzyl 10.530 10.451 10.513
75 Benzyl Methyl 5.301 5.223 5.305
76t Benzyl 4-isopropyl benzyl 8.959 8.840 9.315
77 Benzyl 4-(methylthio)benzyl 8.469 8.346 8.304
78 Benzyl Iso-butyl 5.770 6.067 6.412
79t Benzyl 2-(methyl thio) ethyl 5.959 6.665 6.962
80t Benzyl Cyclohexyl methyl 7.553 8.257 7.986
81t Benzyl Phenethyl 6.495 7.162 7.917
82 Benzyl (napthalene-2-yl) methyl 8.009 7.977 8.144
83 Benzyl (4-methyl sulfanyl )  benzyl 8.602 8.519 8.455
84 Benzyl (4-methyl sulfonyl )  benzyl 8.602 8.577 8.540
85t Benzyl 2-methoxy benzyl 7.222 8.914 8.275
86t Benzyl 2-hydroxy benzyl 7.456 8.164 8.261
87 Benzyl 3-methoxy benzyl 8.328 8.493 8.300
88t Benzyl 4-methoxy benzyl 8.066 8.606 8.552
89t Benzyl 4-hydroxy benzyl 8.959 8.251 8.139
90 Benzyl 3-amino benzyl 8.553 8.596 8.447
91 Benzyl (3-dimethyl amino) benzyl 8.367 8.514 8.514
92 Benzyl 4-amino benzyl 8.071 8.220 8.109
93t Benzyl 4-picolyl 7.658 7.214 7.843
94 Benzyl (1,3-benzodioxol-5-yl) methyl 8.886 8.691 8.697
95t Benzyl 4-(2-hydroxyethoxy)benzyl 9.119 8.924 9.447
96t Benzyl 4-(pyridin-4-ylmethoxy)benzyl 9.076 8.877 8.924
97 Cyclopropyl methyl Iso-butyl 7.066 7.171 7.113
98 Cyclopropyl l methyl Iso-propyl 6.602 6.613 6.263
99t Cyclopropyl methyl (3-methyl sulfanyl) propyl 5.602 7.676 7.100
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the same protein are taken and ligands are docked into the
grids generated from these conformations. The accuracy of
a docking procedure lies in how closely the lowest energy
pose (binding conformation) predicted by the object scoring
function (Glide score), resembles an experimental binding
mode as determined by X-ray crystallography. In the
present study, standard precision glide docking procedure
was validated by removing crystal structure ligand from the
binding site and redocking it to the binding site of HIV-1
protease for each of the receptor conformations.

Results and discussion

We found a very good agreement between the localization
of the inhibitor upon docking and from the crystal structure,
i.e., having similar hydrogen bonding interactions with
Asp 25 and Ile 50. The root mean square deviations
between the predicted conformation and the observed X-
ray crystallographic conformation for the ligands ranged
from 0.4Åto 2.24Å, the values are provided in Table 1,
these values suggests the reliability of Glide docking in

Table 2 (continued)

100t Cyclopropyl methyl 4-fluorobenzyl 8.237 8.047 8.300
101t Cyclopropyl methyl 3-methoxy benzyl 9.060 8.662 8.332
102 Cyclopropyl methyl 3-hydroxy benzyl 7.886 8.045 7.751
103 Cyclopropyl methyl 4-methoxy benzyl 8.538 8.756 8.804
104t Cyclopropyl methyl 2-naphthylmethyl 8.367 8.675 9.190
105t Cyclopropyl methyl 2-thienyl methyl 8.041 7.392 7.483
106t 4-hydroxy benzyl 2-(methylthio) ethyl 5.409 7.101 7.007
107t 4-hydroxy benzyl Cyclohexyl methyl 7.495 8.443 8.757
108t 4-hydroxy benzyl 4-fluorobenzyl 9.357 8.468 8.895
109t 4-hydroxy benzyl 3-methoxy benzyl 9.959 9.305 9.364
110t 4-hydroxy benzyl 3,4 difluoro benzyl 9.328 8.205 8.885
111 4-hydroxy benzyl Pyridine-4-yl methyl 8.319 8.126 8.407
112 4-hydroxy benzyl 4-methoxy benzyl 9.620 9.672 9.512
113 4-hydroxy benzyl Iso-butyl 7.420 7.119 7.299
114t 3-butanoyl benzyl Phenyl 8.860 8.204 8.354
115 3-(2,2-dimethyl propanoyl)benzyl Phenyl 8.450 8.391 8.524
116 3-(1H-imidazol-5-ylmethyl)benzyl Phenyl 9.730 9.831 9.694
117t 3-(1H-benzimidazol-2-yl

carbamoyl)benzyl
Ethyl 8.347 8.462 7.958

118 3-(1H-benzimidazol-2-yl
carbamoyl)benzyl

4-amino benzyl
10.796 10.660 10.836

119 3-(1H-pyrazol-3-yl) benzyl 4-hydroxy benzyl 10.796 10.876 10.854
120 3-(1H-pyrazol-3-yl) benzyl 4-methoxy benzyl 10.108 9.993 10.211

Fig. 1 (a) clustered pose of cyclic urea molecules from MRCD (b) clustered pose of non-cyclic urea molecules from MRCD
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reproducing the experimentally observed binding mode
for HIV-1 protease inhibitor and the parameter set for
the Glide docking is reasonable to reproduce the X-ray
structure.

The advantage of MRCD is clearly understood when
each molecules dock pose was analyzed to confirm the
presence of required hydrogen bond interaction with the
active site amino acids namely with carboxylate of Asp25
and amine of Ile50. In some receptor confirmation the
interactions were missing or inverse, in this manner the
redundant poses of the molecules can be screened out and
the biologically active conformation of the ligand can be
obtained. To obtain the most preferred biologically active
conformer of the ligand, a cluster analysis of the dock poses
of each ligand was performed using clustering of con-
former’s script. Pose from the most frequent cluster having
lowest binding energy was selected. This pose of each
molecule were taken as the basis for the CoMFA and
CoMSIA analysis, these conformation provide the most
vital information for the binding of ligand into the protein
active site.

3D QSAR analysis was done by dividing the molecules
into training and test set having 60 molecules each, keeping
in view that the activity range is at least 5 log units different
in both the sets. The CoMFA and CoMSIA statistical
analysis is summarized in Table 3. Statistical data shows
rloo

2 0.598 for CoMFA and 0.674 for the CoMSIA models,
respectively, which indicates a good internal predictive
ability of both models. The models developed also
exhibited r2 of 0.983 and 0.985 for CoMFA and CoMSIA,
respectively. To test the predictive ability of the models, a
test set of 60 molecules excluded from the model derivation
was used. The predictive correlation coefficient rpred

2 of

High resolution protein 
structures from PDB. 

Grid generation and 
Multiple receptor 

conformation docking of 
ligands 

Dock poses analysis, 
removal of non 

interactive poses 

Clustering of dock poses 
using clustering of 
conformer’s script 

Lowest binding energy 
conformation in most 

frequent cluster

Generation of CoMFA 
and CoMSIA fields, 
PLS analysis, 3D QSAR 
Model generation 

Cross validation of 
Model 

Application of model on 
diverse molecules

Fig. 2 Schematic representation of the multiple receptor conformation
docking, clustering and 3D QSAR

Table 3 Summary of CoMFA and CoMSIA statistical analysis

Statistical parameters CoMFA CoMSIA

PLS result summary for model
derived from cyclic urea molecules

r2loo
a 0.598 0.674

Number of cyclic urea molecules
in training set

60 60

Number of cyclic urea molecules
in test set

60 60

Number of non-cyclic urea molecules
in test set for external validation

25 25

ONCb 8 10

SEEc 0.199 0.189

r2 d 0.983 0.985

Fratio
e 153.166 311.772

r2pred
f 0.684 0.640

rpred
2 on non-cyclic urea molecules 0.61 0.53

Fraction of field contributions

Steric 56.2 14.2

Electrostatic 43.8 28.8

Hydrophobic – 23.3

Acceptor – 18.6

Donor – 14.8

PLS result summary for model derived
from non cyclic urea molecules

r2loo
a 0.595 0.568

Number of non-cyclic urea molecules
in training set

25 25

Number of cyclic urea molecules in
test set

60 60

ONCb 10 10

SEEc 0.048 0.076

r2 d 0.997 0.998

Fratio
e 225.814 895.159

r2pred
f 0.42 0.41

Fraction of field contributions

Steric 57.8 14.9

Electrostatic 42.2 21.7

Hydrophobic – 17.7

Acceptor – 20.2

Donor – 25.5

a correlation coefficient from leave one out method
b optimum number of components
c standard error of estimate
d conventional regression coefficient
e Fisher test value
f predictive r2 on test set using equation (r2 =(SD-PRESS)/SD) where SD
is the sum of the squared deviations between the biological activities of the
test molecules and the mean of training set. PRESS is the sum of the
squared deviation between the observed and the predicted activities of the
test set
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0.684 for CoMFA and 0.640 for CoMSIA models indicate
good external predictive ability of the model. The experi-
mental and predicted activity from CoMFA and CoMSIA
model is given in Table 2.

Based on this information 25 non-cyclic urea mole-
cules were taken as a test set to check the external
predictive ability of these models on diverse set of
molecules (structure are given in Fig. 3). This gave
remarkable outcome with rpred

2 of 0.61 and 0.53 for
CoMFA and CoMSIA respectively. The results invariably
show that this method is useful for performing 3D QSAR
analysis on molecules having different structural motifs.
The experimental and predicted activity is given in
Table 4. Further, these diverse structures were used to
generate a QSAR model, that gave statistical data of rloo

2

0.595 for CoMFA and 0.568 for the CoMSIA models
respectively, gave an r2 of 0.997 and 0.998 for CoMFA
and CoMSIA, respectively. The graph for the experi-
mental and predicted pKi values for training set, test set
and external data set of non-cyclic urea molecules are
shown in Fig. 4. The 60 cyclic urea molecule of the
training set was used to check the predictive ability of
this model; it showed an acceptable but not very
enthusiastic result of 0.42 and 0.41 for CoMFA and
CoMSIA respectively. The probable reason for this result
could be the smaller training set of 25 non cyclic urea

molecules and larger test set of 60 cyclic urea molecules.
By using the QSAR ANALYSIS LIST command the
intercept for the PLS equations were obtained, the
command does not provide the regression equation,
hence a method followed by Wheelock and Nakagawa
et al. [43] was used to obtain the QSAR equation where
the intercept was used. The equations derived for the
CoMFA and CoMSIA analysis is provided below (Eqs. 1,
2, 3, 4) where n is number of molecules involved in the
model generation and r is the correlation coefficient for the
equations obtained.

PLS derived from cyclic urea molecules

pKi ¼ CoMFA terms½ � þ 5:118 n ¼ 60; r ¼ 0:991 ð1Þ
pKi ¼ CoMSIA terms½ � þ 6:214 n ¼ 60; r ¼ 0:992 ð2Þ

PLS derived from non-cyclic urea molecules

pKi ¼ CoMFA terms½ � þ 5:193 n ¼ 25; r ¼ 0:965 ð3Þ
pKi ¼ CoMSIA terms½ � þ 6:192 n ¼ 25; r ¼ 0:936 ð4Þ

The contour generated from the above two QSAR
models for cyclic and non-cyclic urea molecules using
docking and clustering as a prerequisite gave results that
invariably reveal that this method is useful for performing 3D
QSAR analysis onmolecules having different structural motifs.

Fig. 3 Structure of non-cyclic urea molecule
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The contour maps of CoMFA (electrostatic and steric)
and CoMSIA (electrostatic, steric, hydrophobic, donor and
acceptor) are represented by color codes. The contour maps
of CoMFA denote the region in the space where the aligned
molecules would favorably or unfavorably interact with the
receptor while the CoMSIA contour maps denote those
areas within the specified region where the presence of a
group with a particular physicochemical activity binds to
the receptor. The CoMFA/CoMSIA results were graphically
interpreted by field contribution maps using the ‘STDEV *
COEFF’ field type.

Steric and electrostatic contour maps

To visualize the information content of the derived 3D
QSAR models, CoMFA contours maps were generated to
rationalize the regions of 3D space around the cyclic urea
and non-cyclic urea molecules, where changes in the
steric and electrostatic fields would influence the increase
or decrease in inhibitory activity. All of the contours
represented the default 80 and 20% level contributions
for favored and disfavored regions, respectively. The

CoMFA steric and electrostatic contour maps are shown
in Figs. 5 and 6 respectively.

The steric field is characterized by green and yellow
contours, in which green contours indicate the region where
bulkier group would be favorable, while the yellow
represents region were bulkier group would decrease the
activity. The most potent cyclic urea analogue from the
series, compound 52 was embedded in the map (Fig. 5a),
and compound NCU16 (Fig. 5b) was embedded for non-
cyclic urea molecule, to demonstrate their affinity for the
steric regions of inhibitors. The steric contours for both
cyclic and non-cyclic urea molecules showed same
regions, having a large green contour at the R2 and R1

positions of the cyclic urea molecule suggesting an
increase in the bulkiness would increase the activity of
the molecules, similar kind of contour was obtained for
non-cyclic urea molecule where the green contour was
envisaged at the same position as in cyclic urea. Substitu-
tion on the phenyl ring at R1 would decrease the activity in
cyclic urea molecules, a similar kind of contour was
observed for non-cyclic urea where the yellow contours is
observed all over the molecule expect at R2 position

Table 4 Experimental and predicted pKi values of non-cyclic urea molecules

Mol. Experimental
pKi

Predicted pKi CoMFA
cyclic urea PLS

Predicted pKi CoMSIA
cyclic urea PLS

Predicted pKi CoMFA
non cyclic urea PLS

Predicted pKi CoMSIA
non cyclic urea PLS

NCU 1 6 5.648 6.972 5.993 5.958

NCU 2 5.44 7.685 8.186 5.425 5.462

NCU 3 6.24 6.353 7.199 6.323 6.459

NCU 4 6.77 6.267 7.194 6.683 6.583

NCU 5 7.55 8.972 8.501 7.505 7.542

NCU 6 5.47 7.145 8.282 5.486 5.465

NCU 7 6.4 7.484 9.042 6.405 6.375

NCU 8 7.36 7.021 7.216 7.381 7.346

NCU 9 7.42 7.915 7.699 7.748 7.386

NCU 10 5.6 7.797 8.116 5.614 5.599

NCU 11 8.52 8.217 8.015 8.512 8.506

NCU 12 7.72 8.691 8.183 7.722 7.73

NCU 13 9.31 7.614 9.062 9.305 9.3

NCU 14 8.7 7.995 8.306 8.66 8.716

NCU 15 9.66 9.081 9.216 9.713 9.629

NCU 16 11.3 9.129 10.062 11.3 11.331

NCU 17 8.92 8.616 8.908 8.002 7.085

NCU 18 7.89 7.9 8.668 7.941 7.803

NCU 19 8.51 8.531 8.861 8.141 8.315

NCU 20 8.52 9.042 9.716 8.528 8.523

NCU 21 9 10.257 8.634 9.002 8.994

NCU 22 7.77 7.62 7.393 8.148 7.617

NCU 23 8 7.373 8.005 8.07 8.241

NCU 24 9.7 8.418 9.447 8.315 7.861

NCU 25 7.82 7.829 8.336 7.01 7.383
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Fig. 5 CoMFA steric standard
deviation (S.D.* coefficient)
contour maps illustrating steric
features in combination with
compound (a) 52 and (b)
NCU16. Green contours show
favorable bulky group
substitution at that point while
yellow regions show
disfavorable bulky group for
activity

Fig. 4 (a) and (b) Scatter plot of experimental vs predicted pKi
values for cyclic urea molecules using (PLS) derived from cyclic urea
set (test set is represented in triangles), (c) and (d) Scatter plot of
experimental vs predicted pKi values for non-cyclic urea molecules

using (PLS) derived from cyclic urea set, (e) and (f) Scatter plot of
experimental vs predicted pKi values for non-cyclic urea molecules
using PLS derived from non-cyclic urea set
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showing that the two contours for cyclic and non-cyclic
urea molecules are similar. This depicts that in cyclic urea
molecule substitution on the benzyl ring at R2 position
will increase the activity, in non-cyclic urea molecules
increase in bulkiness at R2 position for triazalinones, diaza
sulfoxide, substitution at 3rd and 7th position of coumarin
moiety and 5,6 position of pyranones will increase the
enzyme inhibitory activity.

Figure 6a, b shows the CoMFA electrostatic contour
maps for cyclic urea and non-cyclic urea molecules
respectively. The blue and red contours depict the positions
where positively charged groups and negatively charged
groups would be beneficial for inhibitory activity. In both
the contours a red region is seen near the carbonyl and
hydroxyl groups of the cyclic urea scaffold and non-cyclic
urea molecules, suggesting an electron withdrawing group
will be preferred at this position.

The huge blue region around the two amino groups
suggests, electron donating group will be beneficial. The
red contour region around the side chain atoms of R1 nearer
to the carbonyl group also suggests that an electro negative
group will be a potential substituent. In non-cyclic urea
molecule there is a disparity in the contour’s suggesting a
flip in the molecules toward the right where the contours
are more concentrated. This suggests that carbonyl group
and the hydroxyl group are the pivotal substituents for the

increase of inhibitory activity. The CoMSIA steric and
electrostatic field contour maps were almost similar to the
corresponding CoMFA contour maps

Hydrophobic contour maps

The hydrophobic fields are presented in Fig. 7, yellow and
white contours highlight areas where hydrophobic and
hydrophilic groups are preferred respectively. The hydropho-
bic contour shows the presence of large yellow region near
benzyl ring of R2 substitution in cyclic urea scaffold for the
compound 52, yellow contour are scattered over the benzyl
rings of R2 substituents on the non-cyclic urea molecule
NCU16, indicates that the groups with hydrophobic
characters are preferred at these positions. White hydro-
philic favored contour is observed on the amide group of
the R1 position of the compound 52, suggesting group
having hydrogen bond forming ability at these positions will
be beneficial for protein binding, which is evident form the
docking studies as shown in Fig. 8 where the amide group is
interacting with Asp 30 and Gly 48 of protein active site. In
non-cyclic urea molecules the hydrophilic contour is
observed on hydroxyl and methoxy groups of the template
NCU16 at R1 position, this indicates similarity in contours
obtained from the two different QSAR model generated from
a different set of molecules with diverse scaffold.

Fig. 6 CoMFA electrostatic standard deviation (S.D.* coefficient) contour maps illustrating electrostatic features in combination with compound
(a) 52 and (b) NCU16. Red contours indicate negative charge favoring activity, whereas blue contours indicate positive charge favoring activity

Fig. 7 CoMSIA hydrophobic
standard deviation (S.D.*
coefficient) contour maps
illustrating hydrophobic features
in combination with compound
(a) 52 and (b) NCU16. Yellow
contours indicate hydrophobic
group favored region , white
contours indicate hydrophilic
group favored region
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Fig. 8 Docked pose of molecules in the protein active site showing hydrogen bond interaction with the active site amino acids (a) compound 52,
(b) compound NCU16 and (c) compound NCU 8

Fig. 9 CoMSIA H-bond accep-
tor standard deviation (S.D.*
coefficient) contour maps illus-
trating H-bond acceptor features
in combination with compound
(a) 52 and (b) NCU16. Magenta
contours indicate H-bond ac-
ceptor group favored region, red
contours indicate H-bond ac-
ceptor group disfavored region.
CoMSIA H-bond donor stan-
dard deviation (S.D.* coeffi-
cient) contour maps illustrating
H-bond donor features in com-
bination with compound (c) 52
and (d) NCU16. Cyan contours
indicate H-bond donor group
favored region, purple contours
indicate H-bond donor group
disfavored region
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Acceptor and donor contour maps

The hydrogen bond acceptor and donor field contour maps
of CoMSIA is shown in Fig. 9a-d using the same templates
of cyclic and non-cyclic urea. The magenta and red
contours represent favorable and unfavorable hydrogen
bond acceptor groups respectively, cyan and purple con-
tours represent favorable and disfavorable hydrogen bond
donor groups respectively.

The magenta contour near the carbonyl of the amide
group on substituent at R1 position reveals that hydrogen
bond acceptor group may increase the inhibitory activity.
This is in agreement with the donor contour where a small
purple region for hydrogen bond donor disfavored is seen
at the same position. This is in accordance with the
docking results as shown in Fig. 8 where the carbonyl of
the amide group on substituent at R1 position in compound
52 shows hydrogen bond interaction with Asp 30 in
protein active site. There is a big acceptor disfavored red
contour near NH of amide group and surrounding the
carbonyl of the cyclic scaffold, this is similar to the
hydrogen bond donor contour were a cyan contour is seen
at the same region which is favored for hydrogen bond
donor groups. The NH group at this position shows a
hydrogen bond interaction with Gly 48. Hydrogen bond
acceptor and donor contours for non-cyclic urea obtained
are similar to the cyclic urea showing same contour
regions. The contour map analysis indeed show that the
derived 3D QSAR model from the two set of molecules
having diverse structural motifs which were aligned based
on multiple receptor conformation docking and clustering
as a prerequisite have consensus.

The present reported approach of multiple receptor
conformation docking and clustering for obtaining receptor
based conformation of ligands for CoMFA and CoMSIA
analysis, is applicable for ligands having specific protein
targets with at least eight to ten experimental three dimen-
sional structures, but not for the targets having less or none.
For such cases a homology modeling can be performed and
different receptor conformations can be obtained for docking.

Conclusions

A new approach of multiple receptor conformation docking
and clustering was employed to obtain a flexible receptor
based alignment of molecules having diverse motifs, which
could not be aligned based on common substructure that is a
prerequisite for CoMFA and CoMSIA analysis. The statistical
results and contours obtained invariably show that the method
employed is having an adequate accuracy, and provides
valuable information for the structural requirements for
improving inhibitory activity of the molecules. This advanced

and novel approach is appropriate for receptor based
alignment for molecules having varied structural motifs,
recommending an increase in accuracy of 3D QSAR
predictions for considering diverse scaffolds while screening
and designing molecules for specific targets.
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Abstract With density function theory BLYP/DNP method,
together with homodesmotic reactions and isodesmic
reactions, we calculated the resonance energies of some
explosives, including eight nitro compounds which
contains benzene rings, three nitro compounds which
contains azaheterocycles (2,4-dinitroimidazole (2,4-DNI),
2,6-diamino-3,5-dinitropyrazine-1-oxide (LLM-105) and
2,4,6-trinitro-1,3,5-triazine) and one nitrogen-rich ener-
getic compound of 3,3’-azobis(6-amino-s-tetrazine)
(DAAT). The results indicate that their resonance
energies are in relation to their shock sensitivity which
measuring their threshold pressures of initiation, that is,
the lower the resonance energy is, the higher the shock
sensitivity of the explosive behaves. And this measuring
method according to resonance energy is based on the
global property of the molecule instead of the local one,
such as one nitro group in the molecule. It is meaningful
to calculate resonance energies of these kind of com-
pounds quickly and accurately because resonance struc-

tures exist widely in these organic compounds and
resonance energies may play a significant role in
determining their shock sensitivity, and it is helpful in
the rational design or synthesis of high energy and
insensitive materials.

Keywords Energetic materials . Homodesmotic reactions .

Isodesmic reactions . Resonance energy . Shock sensitivity

Introduction

Shock wave initiating detonation of an explosion is a
complicated physical and chemical process. The vibra-
tional energy up-pumping model [1] suggests that the
shock wave produces a bath of excited phonons absorbed
by the lowest vibrational modes of molecules that make up
the crystal. Increased phonon absorption and intramolec-
ular vibrational energy redistribution lead to excitation of
higher frequency modes, eventually lead to a transition
state, which will result in chemical bond breakage and
subsequent chemical reactions. The rate of phonon-to-
vibron energy transfer is related to the sensitivity in
common explosives [2]. The multidimensional reactive
flow models of shock initiation and detonation of solid
explosives were developed by Tarver [3]. These models
started from the multiphonon up-pumping, early unim-
olecular reactions open most channels of the available
energy into excited vibrational states of intermediate
product species. The intermediate products transfer some
of their vibrational energy back into the transition states
and accelerate the overall reaction rates. As the decompo-
sition progresses, the high vibrational excited diatomic and
triatomic molecules formed during exothermic chain
reactions achieve rapid vibrational equilibrium by “super-
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collisions” by which is transfered large amounts of
vibrational energy between these molecules. The induction
period for the initial endothermic bond breaking reaction
can be calculated with the high-pressure, high-temperature
transition state theory.

Raman spectrum is an important measure of studying the
relationship between the shock sensitivities and the molecular
structures. Like McNesby and Coffey [2] in the case of
impact sensitivity, Koshi [4] had also used Raman spectra
in the characterization of the relationships between the
shock/impact sensitivities and the molecular structure.
With the development of time-resolved optical spectros-
copy, some researchers began to study initiation reaction
caused by shock in view of it. Patterson [5] used this
method to examine chemical decomposition of RDX
crystals shocked along the [1 1 1] orientation to peak
stresses between 7 and 20 GPa; McGrane [6] applied
ultrafast laser shock generation methods and broad-band
infrared reflection absorption spectroscopy to study the
shock-induced chemistry in a condensed-phase energetic
material, in which fission occurs on a time scale of tens of
picoseconds and it involves the nitro group as a primary
point. And femtosecond broad-band infrared reflection
absorption spectroscopy was used to monitor films of the
energetic polymer poly (vinyl nitrate) during shock
loading and rarefaction.

Nanoshocks recommended by Dlott [7] are tiny but
powerful laser-driven shock waves that can be used to
produce large-amplitude compression in molecular mate-
rials on the picosecond time scale. When coupled with
ultrafast molecular spectroscopy, the molecular response
to nanoshocks can be probed in detail. Now nanoshocks
are used to study shock-induced chemical reactions of
energetic materials.

It is very helpful to study initiation by shock for
explosives at molecular level to reveal the mechanism of
initiation, but so far, the knowledge is still not convincing
and ambiguous to illustrate mechanism of initiation.
Investigating shock sensitivity at the macro-scale levels is
still very popular and it can be substituted by microcosmic
means. Just the same as the conventional macroscopic
titrations tests in modern analytical science remain irre-
placeable even a lot of high resolution analytical methods
spring up, so the data of shock sensitivity obtained by
conventional small-scale gap test is therefore precious.
Shock sensitivity is a kind of measuring method to probe
the critical pressure of initiation obtained by small-scale
gap test or wedge test. A drop hammer test is still popular
because of its simplicity, but it is not like small-scale gap
test which has stricter definition. Some scholars have
attempted to find the relationship between the shock
sensitivity of the limited explosive compounds and their

molecular structures, and they had made great progress and
reached important fruits. Politzer and Murray [8] predicted
the impact sensitivities of some explosives in terms of
molecular electrostatic potential; Rice [9] calculated the
bond dissociation energies of the weakest C-NO2 bonds in
some nitro-compounds by means of density functional
theory. Fried [10] argued that bond dissociation energy
alone was not enough to capture high explosive sensitivity;
Rice [11] also investigated the relationship between the
impact sensitivities of energetic materials and their charge
distributions; Owens [12] studied the energy barriers of
bond breaking of some energetic materials; Zeman [13]
demonstrated the relationship between the detonation
velocity of explosives and their nitro electrostatic charges;
Zeman [14] also proposed a viewpoint termed as “trinitro-
toluene mechanism” to explain the decomposition paths of
TNT, TATB, et al. under the condition of shock; Zhang [15]
studied the Mulliken charges of nitro group of some nitro
compounds by DFT/BLYP/DNP and found the relationship
between the impact sensitivities of these compound and
their Mulliken charges of nitro groups.

At present, too much emphasis is focused on the local
positions of a molecule (such as nitro group) rather than on
the global ones when the relationship between the shock
sensitivity and the molecular structures need to be disclosed
and the data mostly applied is the heights of hammer, H50.
Recently, our research group also found that bond dissoci-
ation energy of X-NO2 (X = C, N, or O) and Mulliken
charges of nitro groups are important factors influencing
shock sensitivity [16] of nitro compounds. In this work we
start from a new angle, resonance energy, a global property
of a molecule rather than a local one (such as the property
of a nitro group) to study how the resonance energy
influences the shock sensitivity in terms of the calculations
of eight nitro compounds which contains benzene rings,
three nitro compounds which contain azaheterocycles (2,4-
DNI, LLM-105 and 2,4,6-trinitro-1,3,5-triazine) and one
nitrogen-rich energetic compound (DAAT). Resonance
energy is a kind of stabilization energy owing to delocal-
ization of electrons, and the aromaticity of a benzene ring
and the other heterocycles are strongly in relation to
resonance energy.

Calculational details

All of the electronic structure calculations were performed
using the DMol3 [17, 18] numerical-based density-
functional computer software implemented in the Materials
Studio Modeling 3.0 package [19] distributed by Accelrys,
Inc. Geometrical optimizations were obtained by using the
BLYP [20, 21] general-gradient potential approximation in
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conjunction with the double-numerical plus polarization
basis set which was denoted as DNP. A series of
homodesmotic reaction equations [22, 23] were designed
to calculate resonance energy. Energy difference in a
homodesmotic reaction equation denotes the resonance
energy. The bond types and valence types in a homodes-
motic reaction equation are kept the same and this treatment
can decrease the systematic error of the calculation to a
significant extent. When the calculation value (130.6 kJ
mol-1) according to Eq. 1 is scaled by the factor of 1.07, it
is in agreement with the value (139.5 kJ mol-1) published
[23]. Accordingly, Eqs. 2~9 were designed to calculate the
resonance energies of N-methyl-N-2,4,6-tetranitroaniline
(TETRYL), 1,3,5-trinitrobenzene (TNB), 2,4,6-trinitrotolu-
ene (TNT), 2,4,6-trinitrobenzene-1,3,5-triamine (TATB),
2,4,6-trinitrobenzene-1,3-diamine (DATB), 2,4,6-trinitroa-
niline (MATB), (E)-bis(2,4,6-trinitrophenyl)diazene
(HNAB), and 1,3,5-trinitro-2-[(E)-2-(2,4,6-trinitrophenyl)
vinyl]benzene (HNS), respectively.

+ 3 3 ð1Þ
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Results and discussions

The “RE” column represents the calculated resonance
energies of some explosive compounds in Table 1. From
TETRYL to TATB, the resonance energies increase
gradually, and their pressures of shock initiation also show
the same trend, that is, the lower the resonance energy is,
the higher the shock sensitivity the explosive behaves. The
forementioned calculation method of resonance energy can
be introduced to calculate nitro heterocyclic compounds,

because there is a shortage of shock sensitivity data of these
kind of compounds. It is meaningful to measure their shock
sensitivity in terms of resonance energy.

Take 2,4-dinitroimidazole (2,4-DNI), 2,6-diamino-3,5-
dinitropyrazine-1-oxide (LLM-105), and 2,4,6-trinitro-
1,3,5-triazine (TNTA) as examples of nitro heterocyclic
compounds to calculate resonance energies. To calculate the
resonance energies of 2,4-DNI, LLM-105, and TNTA, the
resonance energies of imidazole, pyrazine and triazinemust be
determined because the latters are the formers’ nitro deriva-
tives, respectively. So three equations were firstly designed
according to Huang’s suggestion [24], see Eqs. 10~12.
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N
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N
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N
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ð10Þ

N
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N

N
H

H
N

2 +

N

N

2

ð11Þ

Table 1 Pressure (kbar) of shock initiation of some explosive
compounds and their calculated resonance energies

Names RE (kJ/mol) P90%, TMD P95%, TMD P98%, TMD

TETRYL 39.5 10.64 15.14 19.42

HNAB 95.8 12.77 18.11 22.48

TNT 75.2 17.72 25.65 33.35

TNB 98.0 14.96 27.28 37.25

HNS 110.8 26.26 30.15 32.90

MATB 166.6 27.91 35.35 41.02

DATB 229.7 46.20 54.22 59.88

TATB 272.9 70.38 121.92 164.86

90%TMD, 95%TMD, 98%TMD” means the compressed explosive
cylinder’ s density is 90%, 95%, and 98% of its theoretical maximum
density, respectively Ref. [16].
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N N

N

N NH

H
N

3 +

HN NH
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The calculated values in terms of Eqs. 10~12 are lower
than the published values by a huge difference, so other
equations should be designed. Homodesmotic reaction
Eqs. 13 and 14 (similar to Eqs. 1 to 9) are conceived to
evaluate resonance energy.

N

N

+
2 CH2=NH

CH2=CH2

N
2 +

HN NH

ð13Þ

The calculated resonance energy (112.9 kJ mol-1) is lower
than in literature [27].

N N

N

+ 3CH2=NH
N

NH
3 ð14Þ

On the contrary, this calculated value (594.5 kJ mol-1) is
much higher than the value published [26]. Those homo-
desmotic reaction equations are not practical, so it should
be treated with caution to calculate heterocycles. Taking the
four methods suggested by Nyulaszi [25] about five-
membered heterocycles into account, Eqs. 15~18 were
designed to calculate resonance energy of imidazole. The
calculations indicate that the results according to Eqs. 15~
17 are evidently lower than the value published [26], only
Eq. 18 is close to that in reference. The same way was
applied to calculate pyrazine and triazine, it is the same as
imidazole. When the results of the calculation are scaled by
the factor of 0.6, the calculated resonance energies of
imidazole, pyrazine, and triazine are all in good agreement
with the values published [26], see Eqs. 19 and 20. This
treatment was employed to calculate 2,4-DNI, LLM-105,
and TNTA, see Eqs. 21~23. In Eqs. 18 to 23 the bond types
are kept the same and the equations are termed as isodesmic
reactions [23].
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The corrected resonance energy of imidazole, pyrazine,
and triazine is 142.3, 172.4, and 185.7 kJ mol-1, respec-
tively. And the corrected resonance energy of 2,4-DNI,
LLM-105, and TNTA is 122.6, 182.4, and 100.7 kJ mol-1,
respectively.

The results demonstrate that resonance energy of 2,4-
DNI is situated between HNS and MATB, LLM-105 is
situated between MATB and DATB, and TNTA is matched
with HNS. It can be predicted that their shock sensitivity
can be compared with HNS, MATB, and DATB to some
extent. This assumption was proved to be rational on the
basis of our recent small-scale gap test [27] about 2,4-DNI
and LLM-105.

As for nitrogen-rich energetic compound, we take 3,3’-
azobis (6-amino-s-tetrazine) (DAAT) as an example and the
same treatment as forementioned heterocycles was used to
calculate its resonance energy, see Eq. 24.

NN

N N

NN

N N

N NH2N NH2 +
10 NH3

6 CH4

H2NCH=NH +2 3 NH=NH + 2 CH2=NH + 6 CH3-NH2 + 2 NH2-NH2

ð24Þ

The corrected resonance energy (399.5 kJ mol-1) in terms of
Eq. 24 is a very great value and it can be concluded that
DAAT is a high nitrogen content and insensitive energetic
compound.

It can be speculated that the explosive molecules with
resonance structures can disperse the energy caused by
shock due to the delocalization movement of π electrons. It
is hard to form hot spots which lead to decomposition and
therefore their shock sensitivities are usually lower. If a C-
NO2 bond or a N-NO2 bond which is the weakest bond in
nitro aromatic compounds or nitramine is involved in the
resonance structures, its strength will increase because of

the delocalization movement of π electrons. Energy caused
by shock can be rapidly transferred through the resonance
structures, so the molecule is insensitive to shock. Generally
speaking, the higher the resonance energy is, the lower the
shock sensitivity is.

With so many factors influencing shock sensitivity, such
as particle size, density, crystal form, void, et al. if these
influencing factors are kept the same, molecular structures
(especially contain resonance structures) may be the key
factors which affect shock sensitivity of explosives.

Conclusions

Density function theory BLYP/DNP together with homo-
desmotic reactions and isodesmic reactions was employed
to calculate resonance energies of eight nitro aromatic
compounds, three nitro heterocyclic compounds, and one
nitrogen-rich energetic compound. They are ranged as
follows: HNB < TETRYL < TNT < HNAB < TNB ≈
TNTA < HNS < 2,4-DNI < MATB < LLM-105 < DATB <
TATB < DAAT. It is found that their resonance energies are
indeed relevant to their experimental shock sensitivities. So
the resonance energies in explosives should not be
neglected because they exist widely in energetic materials
and may play a significant role in determining their shock
sensitivities. Resonance energies are worth studying in the
design of high energy and insensitive energetic materials. In
addition, strain energy is an important factor which should
be paid more attention.
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Abstract We have performed first principles total energy
calculations to investigate the structural and the electronic
properties of two-dimensional honeycomb GaAlN and
GaInN alloys. Calculations were done using a coronene-
like (C24H12) cluster and for different numbers of Ga, Al,
and In atoms. The exchange and correlation potential
energies were treated within the generalized gradient
approximation (GGA). The bond length, dipole moment,
binding energy, and gap between the HOMO and the
LUMO are reported as a function of x. The stability of the
structures depends on the site of the substituted atom; for
example, when three Ga atoms are substituted, the GaInN
alloy becomes unstable. The gap in the GaAlN increases
from 3.76 eV (GaN) to 4.51 eV (AlN), and in the GaInN
decreases to 2.11 eV. The biggest polarity occurs when
eight and four Ga atoms are substituted, for GaAlN and
GaInN, respectively.

Keywords Nitride . Coronene . DFT theory .Molecular
simulation

Introduction

The obtention of graphene opened investigations into two-
dimensional (2D) honeycomb nanostructures [1]. These
involve both basic research [2–4] and applications like the
doping of graphene for the enhancement of optical

properties [5], graphene films for transparent electrodes
[6], graphene-based transistors [7], and semiconducting SiC
sheets [8], among others. In 2005, Novoselov and cow-
orkers [9] reported the stability of the boron nitride sheet;
the group of Şahin [10] then reported the electronic
structure of 2D structures of group IV elements and III-V
binary compounds; more recently, using a molecular point
of view, we have also studied the electronic properties of
the III-A nitrides [11]. In order to improve the capabilities
and to broaden the applications of these systems, some
changes have been proposed; for example, Li and F doping
of boron nitride sheet [12], and the insertion of an O atom
into graphene [13]. An alternative to these proposals is to
consider 2D alloys, as was done with bulk GaN, InN and
AlN [14]; it is worth mentioning that these systems can
form a set of ternary alloys that can cover the entire visible
part of the electromagnetic spectrum. In this work, we
present a molecular first principles study analyzing the
electronic properties of the graphene-like GaAlN and
GaAlN alloys employing a coronene-like model.

Computational details

As in previous studies, the calculations were performed
using density functional theory (DFT) [15–18] as imple-
mented in the DMOL3 code available from Accelrys [19].
We utilized the generalized gradient approximation (GGA)
for the exchange-correlation term within the parameteriza-
tion of Perdew-Burke-Ernzerhof (PBE) [20]. For the GaN,
AlN, and InN compounds, we used the configuration
B12N12H12 with B = Ga, Al, In (Fig. 1). The alloys were
studied by considering the B12−xAlxN12H12 (x=1, 2, 3, 4, 8,
12) mesh, which gave rise to the clusters Ga12−xAlxN12H12

and Ga12−xInxN12H12. The average diameter of the circular

E. C. Anota (*) :H. H. Cocoletzi
Cuerpo Académico Ingeniería en Materiales,
Facultad de Ingeniería Química,
Benemérita Universidad Autónoma de Puebla,
CU San Manuel,
CP 72570 Puebla, Mexico
e-mail: echigoa@yahoo.es

J Mol Model (2012) 18:591–596
DOI 10.1007/s00894-011-1043-2



sheet is 1.29 nm. The double numeric plus polarization
(DNP) all-electron atomic base for the core, in the singlet
ground state, was used; this base includes a p orbital for the
hydrogen atom, and d orbitals for nitrogen, aluminum,
gallium and indium atoms [19, 21, 22]. The limit for the
orbital was 0.50 nm; the convergence for the self consistent
field (SCF) cycles was 1.0×10−6 Ha. The obtainment of
non-negative frequencies was the criterion for structural
stability [23]. Additional details on the calculations can be
found in [11] and [12], and references therein. We obtain
the optimum bond length, the dipole moment, and the
vibrational spectrum (stability criterion), as well as binding
energy and the difference between HOMO and LUMO
(gap).

The cluster size used was validated by calculating the
cohesive energy for different clusters; namely, naphthalene
type (Ga5N5H8), phirene type (Ga8N8H10), coronene type
(Ga12N12H12), and the cluster Ga27N27H18. We obtained a
value of 1.44 a.u./atom for all systems; this means that the
size is the correct.

Results and discussion

Several values for x were considered (Fig. 2); isomers other
than those used in this work gave similar results. The
optimum geometry (all frequencies are positive) of the GaN
and AlN sheets is planar, with a Ga–N bond length equal to
1.87 Å and an Al-N bond length equal to 1.82 Å; the Ga–H,
and N–H bond lengths are 1.57 and 1.02 Å, respectively.
When Ga atoms are substituted by Al atoms, the structure
stays stable and planar, and the bond length remains almost
unchanged; one new bond, Al–N, appears whose value is
1.81 Å. This is true for the systems Ga11AlN12H12 (x=1),
Ga10Al 2N12H12 (x = 2) , Ga9Al3N12H12 (x = 3) ,
Ga8Al4N12H12 (x=4), and Ga4Al8N12H12 (x=8). For the
Ga12−xInxN alloy we analyzed the same values of x. The
In–N bond length is equal to 2.07 Å and the corresponding
value for In–H bond length is 1.76 Å. The equivalent
notation was also applied to the GaAlN alloy; in this case

we found that all frequencies are positive for x=1, 2, 4, 8.
For x=3 (Ga9In3N12H12), we found a negative frequency,
this means that this structure is unstable and it would be
difficult to grow it experimentally; something similar
happens with the system Si9N3C12H12, when the N atom
occupies the center of the hexagon [24]; stability depends
on the form of doping.

The dipole moment is 4.2×10−3 Debye for GaN and
9.1×10−3 Debye for AlN. This parameter increases from

Fig. 1 Cluster model for gallium nitride

Fig. 2 Cluster models for doped gallium nitride with aluminum and
indium
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x=0 to x=4, then drops to the AlN value, Fig. 3. In the
case of the GaInN alloy, this parameter increases from
4.2×10−3 Debye to the dipole moment for InN (9.3×10−3

Debye). In this case, the increment is higher than in the
GaAlN alloy; the maximum value is reached for x=8. The
binding energy, as a function of x, is presented in Fig. 4.
In the case of GaAlN alloy, this parameter increases as x
increases, from GaN (4.62 eV) to AlN (5.51 eV), but for
the GaInN alloy the binding energy decreases from GaN
to InN (4.01 eV).

When one and four Ga atoms are substituted by Al
atoms, the main contribution to the HOMO is due to the pz
nitrogen orbital, up-oriented for the positive lobule and
down-oriented for the negative lobule. In the case of two,
three and eight substituted atoms, the charge distribution is
inverted; the same happens for the AlN sheet. The
contribution to the LUMO is due mainly to the px and pz
of the nitrogen atoms, and to the pz boron orbital together
with the s hydrogen orbital, in the case of 1, 4, 8, and 12 Al
atoms; if the change is by 2 and 3 Al atoms, there are
contribution due to s orbital hydrogen atoms and to the py
orbital nitrogen. When 1, 8 and 12 Ga atoms are substituted
by In atoms, we observe a pz nitrogen (positive lobule up-
oriented and negative lobule down-oriented) contribution to
the HUMO; and if 2 and 4 Ga atoms are changed, the
converse occurs, i.e., the directions of the lobules are
inverted. In the case of the LUMO, with the substitution of
1, 4, 8 and 12 Ga atoms, the principal contribution is due to
the s and pz nitrogen atom (positive and negative oriented
lobule up oriented down) and to the s orbital hydrogen
atom; when two Ga atoms are substituted, the pz lobules are
inverted, mainly in the central hexagon. Figures 5 and 6
summarize all these statements.

For quantum structures, the difference between the
HOMO and LUMO (gap) plays a central role in device
design. Figure 7 presents the evolution of the gap of

GaAlN sheet alloys as a function of the Al content. For
GaN sheet, the gap has a value of 3.67 eV, and when the
Ga atoms are substituted by Al atoms this quantity
increases monotonically, until the value 4.51 eV for AlN
is reached; the gap has increased 18.63%. When the Ga
atoms are substituted by In atoms, the gap decreases as the
concentration increases, reaching the value 2.11 eV; Fig. 6
shows this behavior. From all this, we can see that, with
GaAlN and GaInN alloys, it is possible to cover the entire
range of the electromagnetic spectrum from red to
ultraviolet. In addition, given the appropriate choice of
Al and In content, it would be possible to grow a sheet
with a specific gap for a specific optoelectronic applica-
tion. For example, if one Ga atom is substituted by an In
atom, a gap equal to 3.09 eV is obtained; if four In atoms
replace the same number of Ga atoms, the corresponding
gap is of 2.8 eV. These systems could form the basis of the
fabrication of blue emission laser diodes (first case) or
green emission devices (second case) as was done with
InGaN quantum wells [25, 26]. Recently, Liao et al. [27]
grew AlGaN-based deep ultraviolet light emitting diodes;
similar devices could be based on the GaAlN sheet
choosing x=8 or greater. In general, light sources with
short emission wavelengths find applications in high-
density optical data storage, biomedical research, water
and air purification, and sterilization; such systems can be
achieved by varying the number of Al atoms in the GaAlN
alloy.

Conclusions

Using first principles total energy calculations and employ-
ing the B12N12H12 (B = Ga, Al, In) cluster, we have studiedFig. 3 Dipole moment as a function of x for GaAlN and GaInN alloys

Fig. 4 Binding energy as a function of x for the GaAlN and GaInN
alloys
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Ga12−xAlxN12H12 and Ga12−xInxN12H12 2D honeycomb
alloys. All the structures studied for the former were stable,
and an instability was found for x=3 in the latter. The

higher dipole moment is reached with x=8 for the case of
GaInN and x=4 for GaAlN alloy. The binding energy
increases as x increases for the GaAlN alloy and decreases

HOMO LUMO

a) with Al;   -5.37 eV b)            -1.61 eV

c) 
    with Al2;   -5.37 eV d) 

          -1.55 eV

e) 
with Al3; -5.37 eV

 f)       -1.42 eV 

g)  
with Al4;  -5.39 eV

 
h)      -1.45 eV 

i) with Al8; -5.55 eV j)     -1.41 eV 

k)
with Al12; -5.67 eV 

l)         -1.16 eV 

Fig. 5 Isosurfaces of molecular
orbitals for gallium nitride
doped with Al
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as x decreases for the GaInN alloy. The contribution to the
HOMO and to the LUMO is due mainly to p orbitals, and
their orientation (up and down) depends on x. The gap

between the HOMO and the LUMO increases in going
from GaN (4.62 eV) to AlN (5.51 eV), and decreases from
GaN to InN (4.01 eV), as in the bulk.

HOMO LUMO

a) b) 

c) d) 

e) f) 

g) h) 

i ) j) 

k) 
l)

without In; -5.37 eV              -1.69 eV

  with In; -5.497 eV          -2.28 eV

with In2; -5.47 eV
            -2.38 eV

with In4; -5.37 eV 
      -2.57 eV 

with In8; -5.15 eV        -2.71 eV 

with In12; -5.07 eV           -2.97 eV 

Fig. 6 Isosurfaces of molecular
orbitals for gallium nitride
doped with In

J Mol Model (2012) 18:591–596 595



Acknowledgments This work was partially supported by Vice-
rrectoria de Investigación y Estudios de Posgrado-Benemérita Uni-
versidad Autónoma de Puebla (CHAE-INGII-I), Facultad de
Ingeniería Química- Benemérita Universidad Autónoma de Puebla
(2010-2011), Cuerpo Académico Ingeniería en Materiales (BUAP-
CA-177) and Consejo Nacional de Ciencia y Tecnología, México
(Grant No. 0083982).

References

1. Novoselov KS, Geim AK, Morozov SV, Jiang D, Zhang Y, Dubonos
SV, Grigorieva IV, Firsov AA (2004) Science 306:666–669

2. Zarea M, Sandler N (2007) Phys Rev Lett 99:256804–4
3. Cocco G, Cadelano E, Colombo L (2010) Phys Rev B 81(4):241–412
4. Bistritzer R, MacDonald AH (2010) Phys Rev B 81:245412–

245419
5. Bangert U, Bleloch A, Gass MH, Seepujak A, van den Berg J

(2010) Phys Rev B 81:245423–11

6. Bae S, Kim H, Lee Y, Xu X, Park JS, Zheng Y, Balakrishnan J,
Lei T, Kim HR, Song YII, Kim YJ, Kim KS, Ozyilmaz B, Ahn
JH, Hong BH, Iijima S (2010) Nat Nanotechnol 5:574–578

7. Guimarães FSM, Costa AT, Muniz RB, Ferreira MS (2010) Phys
Rev B 81:233402–233404

8. Bekaroglu E, Topsakal M, Cahangirov S, Ciraci S (2010) Phys
Rev B 81:075433–075439

9. Novoselov KS, Jiang D, Schedin F, Booth TJ, Khotkevich VV,
Morozov SV, Geim AK (2005) Proc Natl Acad Sci USA
102:10451–10453

10. Şahin H, Cahangirov S, Topsakal M, Bekaroglu E, Akturk E,
Senger RT, Ciraci S (2009) Phys Rev B 80:155453–12

11. Chigo Anota E, Salazar Villanueva M, Hernández Cocoletzi H
(2010) Phys Stat Solidi C 7:2252–2254

12. Chigo Anota E, Salazar Villanueva M, Hernández Cocoletzi H
(2010) Phys Stat Solidi C 7:2559–2561

13. Dikin DA, Stankovich S, Zimney EJ, Piner RD, Dommett
GHB, Evmenenko G, Nguyen ST, Ruoff RS (2007) Nature
448:457–460

14. Hernández Cocoletzi H, Contreras Solorio DA, Arriaga J (2005)
Appl Phys A 81:1029–1033

15. Kohn W, Becke AD, Parr RG (1996) J Phys Chem 100:12974–
12980

16. Jones RO, Gunnarsson O (1989) Rev Mod Phys 61:689–746
17. Kohn W (1999) Rev Mod Phys 71:1253–1266
18. Chigo Anota E, Rivas Silva JF (2005) Rev Col Fís 37:405–417
19. Delley B (1990) J Chem Phys 92:508–517
20. Perdew JP, Burke K, Ernzerhof M (1996) Phys Rev Lett 77:3865–

3868
21. Delley B (1996) J Phys Chem 100:6107–6110
22. Delley B (2000) J Chem Phys 113:7756–7764
23. Foresman JB, Frisch Æ (1996) In: exploring chemistry with

electronic structure methods, 2nd edn. Gaussian Inc, Wallingford,
CT, p 70

24. Chigo Anota E, Hernández Cocoletzi H, Bautista Hernández A,
Sánchez Ramírez JF (2011) J Comput Theor Nanosci 8:637–
641

25. Nagahama S, Yanamoto T, Sano M, Mukai T (2002) Phys Status
Solidi 194:423–427

26. Li S, Schörmann J, As DJ, Lischka K (2007) Appl Phys Lett 90
(1–3):071903

27. Liao Y, Thomidis C, Kao C, Moustakas TD (2011) Appl Phys Lett
98(1–3):081–110

Fig. 7 Gap as a function of x for GaAlN and GaInN alloys

596 J Mol Model (2012) 18:591–596



ORIGINAL PAPER

A DFT study of aminonitroimidazoles

P. Ravi & Girish M. Gore & Surya P. Tewari &
Arun K. Sikder

Received: 21 March 2011 /Accepted: 19 April 2011 /Published online: 7 May 2011
# Springer-Verlag 2011

Abstract Density functional theory (DFT) calculations at
the B3LYP/aug-cc-pVDZ level were performed to explore
the geometric and electronic structures, band gaps, thermo-
dynamic properties, densities and performances of amino-
nitroimidazoles. The calculated performance properties,
stabilities and sensitivities of the model compounds appear
to be promising compared with those of the known
explosives 2,4-dinitro-1H-imidazole (2,4-DNI), 1-methyl-
2,4,5-trinitroimidazole (MTNI), hexahydro-1,3,5-trinitro-
1,3,5-triazinane (RDX), and octahydro-1,3,5,7-tetranitro-
1,3,5,7-tetraazocane (HMX). The position of the NH2 or
the number of NO2 groups on the diazole presumably
determines the structure, heat of formation, stability,
sensitivity, density and performance of the compound.

Keywords Density functional theory . Heat of formation .

Density . Detonation velocity . Pressure

Introduction

Polynitroimidazoles have recently drawn renewed attention
from explosives chemists due to their highly positive heats
of formation, favorable detonation performances, good

thermal stabilities and insensitivities [1–7]. It is known that
substituting one of the hydrogen atoms of nitroimidazoles
for a NH2 group increases the stability, heat of formation,
density and performance of such compounds [1]. However,
to our knowledge, there have been no such studies of the
structures and explosive properties of aminonitroimida-
zoles. Therefore, before attempting to synthesize them, it
would be useful to be able to predict their explosion
energies, densities, detonation performances, stabilities and
sensitivities.

The sensitivities or stabilities of energetic compounds
towards impact, shock and heat have been related to the
molecular and electronic structure properties of the com-
pounds [8–13]. Politzer and coworkers [9, 10] correlated
the bond dissociation energies (BDEs) of trigger bonds,
molecular electrostatic potential maxima, and the impact
sensitivities of several nitrocompounds. Pospìŝil [14]
showed the relation between crystal volume and impact
sensitivity. Zhang et al. [15, 16] correlated the molecular
electronic structures with the impact sensitivities and
stabilities of known explosives by nitro group charge
analysis. Zeman [17] related the impact and electric spark
sensitivities to the detonation properties, thermal decom-
positions, and 13C and 15N NMR chemical shifts of
polynitrocompounds. The electric spark sensitivity was
related to the squares of the detonation velocity and the
reciprocal temperature, as well as the Piloyan activation
energy and the heat of fusion of the explosive [18]. Zhi et
al. [19] related the lowest unoccupied molecular orbital
energy and the nitro group charge to the electric spark
sensitivity.

The present study aims to aid in the design of amino-
nitroimidazoles for explosives applications by uncovering
the structure–property relationships for these compounds.
Density functional theory (DFT) calculations at the B3LYP/
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aug-cc-pVDZ level were therefore carried out to explore the
geometries, band gaps, heats of formation, crystal densities,
detonation velocities and pressures, impact sensitivities and
spark sensitivities of model molecules.

Methods and computational details

Ab initio molecular orbital calculations at the B3LYP/aug-
cc-pVDZ level were performed for the model compounds
using the Gaussian 03 package [20]. The stationary points
for each molecule were positively identified as true local
minima on the potential energy surfaces with no imaginary
frequencies. Calculations at the B3P86/aug-cc-pVTZ level
for the model molecules R30, R32, R65 and R68 were also
performed to compare their explosive properties.

Isodesmic reactions have been used to calculate the heats
of formation (ΔfH) of the model compounds. This
approach has been shown to be simple and reliable [21].
To minimize errors, the numbers of all kinds of bonds and
the imidazole ring, methane, nitromethane and amino-
methane were kept constant. The heats of formation for
the reference compounds were taken from [22]. ΔfH values
can be obtained for the model molecules when the heats of
reaction (ΔrH or Q) are known:

ΔrH ¼ ΔE0 þΔ PVð Þ ¼ ΔE0 þΔZPEþΔTHþΔnRT

ð1Þ

where ΔE0 is the difference in energy between the products
and the reactants at 0 K; ΔZPE is the difference between the
zero point energies of the products and reactants; and ΔTH
is the difference between the thermal corrections from 0 to
298.15 K of the products and reactants. Δ(PV) in the above
equation is the PV work term. It equals to ΔnRT for ideal
gas reactions. For isodesmic reactions, Δn=0.

The optimized structures were employed as the input
geometries to determine the densities (ρ) using the CVFF
force field and the Ewald summation method in Accelrys’s
Materials Studio 4.1 software package [23]. Kamlet and
Jacob’s semi-empirical equations were used to determine
the detonation performances of the molecules [24]:

D ¼ 1:01 NM 1=2Q1=2
� �1=2

1þ 1:30rð Þ ð2Þ

P ¼ 1:558NM 1=2Q1=2r2 ð3Þ
where D is the detonation velocity in km/s, P is the
detonation pressure in GPa, N is the number moles of
gaseous detonation products per gram of explosive, M is the
average molecular weight of the gaseous products, Q is the
energy of the explosion in kcal/g of explosive, and ρ is the

density in g/cm3. The possible detonation products were
determined based on the modified Kistiakowsky–Wilson
rules [25].

Results and discussion

Heat of formation

We performed structure optimizations for the title com-
pounds at the B3LYP/aug-cc-pVDZ level, and their
molecular frameworks are shown in Fig. 1. All of the
model compounds belong to the C1 point group. The
geometries, bond lengths and total energies were found to
be vary with the position of the NH2 group in the diazole
framework. The total molecular energies, zero point
energies, thermal corrections to the enthalpy and the heats
of formation of the model compounds along with the
reference compounds imidazole, methane, nitromethane
and aminomethane computed at the B3LYP/aug-cc-pVDZ
level are summarized in Table 1. It is known that choosing
appropriate reference compounds in the isodesmic reaction
leads to good agreement of the calculated ΔfH values of
the molecules with their experimental values. To the best
of our knowledge, there are no experimental heats of
formation for the designed compounds reported in the
literature. The isodesmic reaction for estimating the heats
of formation of the molecules at 298 K can be written as
shown in Scheme 1.

The calculated heats of formation of the model
compounds were superior (≈180–354 kJ mol−1) to the
experimental heats of formation of 2,4-DNI (20.5 kJ
mol−1), MTNI (170.3 kJ mol−1), RDX (70.63 kJ mol−1)
and HMX (74.88 kJ mol−1), so the model compounds
appear to rather promising. The highest and lowest heats
of formation among the aminonitroimidazoles were
obtained for R66 and R61: 260 and 180 kJ mol−1,
respectively. The model trinitroimidazole molecules R30,
R32, R34 and R36 had the highest ΔfH values (294.3,
338.04, 336 and 353.8 kJ mol−1, respectively). The ΔfH
values of R30, R32, R65 and R68 obtained at the B3P86/
aug-cc-pVTZ level of calculation were 298.5, 340.15,
192.0 and 193.6 kJ mol−1, respectively, thus showing
consistency in the values that are obtained at the B3LYP/
aug-cc-pVDZ level. The discrepancies in ΔfH or Q values
among the isomers are caused by the relative positions of
the NH2 and NO2 groups in the molecules. The heats of
formation are highly positive, which is one of the
characteristics of energetic materials. Note, however,
that the ΔfH values were obtained for the gaseous
compounds, whereas they should really be evaluated for
the solid phase, which would diminish the magnitudes of
the ΔfH values.
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Density

The accurate prediction of crystal density is known to be
difficult. However, predictive studies of crystal packing are
known to give reliable results. The optimized structures
computed at the B3LYP/aug-cc-pVDZ level were employed
to determine the crystal densities using the Materials Studio
4.1 software package with the CVFF force field and the Ewald
summation method. Most of the organic compounds crystal-
lize in the C2/c, P21, P21/c, P212121, P-1, Pbca, Pbcn, Pna21,
CC and C2 space groups. It is known that the density of
imidazole increases as the number of NO2 groups increases.
Furthermore, higher densities can be achieved if the
molecule has an NH2 group that participates in intra- or
intermolecular hydrogen bonding with NO2 groups or
pyridine-like nitrogen atoms in the same or an adjacent
molecule. Table 2 shows the calculated lowest-energy

crystal-density characteristics of aminonitroimidazoles. The
model molecules were found to pack in four space groups:
P21/c, P212121, Pbca and Pna21. The experimental densities
of 2,4-dinitro-1H-imidazole (2,4-DNI) and 1-methyl-2,4,5-
trinitroimidazole (MTNI) are 1.76 and 1.78 g cm−3 respec-
tively. The compounds R61, R62, R64, R65, R68 and R69
have the highest densities (≈1.78 g cm−3) among the
aminonitroimidazoles. The densities of R30, R32, R65 and
R68 optimized at the B3P86/aug-cc-pVTZ level of calcula-
tion are 1.93, 1.94, 1.80 and 1.78 g/cm3, respectively, which
are similar to the values obtained for the molecules
optimized at the B3LYP/aug-cc-pVDZ level. The NH2 group
increases the densities from 1.78 to 1.94 g cm−3 in the
trinitroimidazoles (R30, R32, R34 and R36). The errors in
the calculated densities of these compounds are expected to
be less than 0.03 g/cm3, and are thus these values are known
to be useful for calculating performance properties [26, 27].

Fig. 1 Molecular structures of the designed compounds, with trigger linkages encircled; the list of values beside each structure shows the trigger
length (in Ǻ), nitro group charge (in e) and midpoint electrostatic potential
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Detonation performance

The detonation velocity (D) and pressure (P) are the
important parameters for evaluating the performance and
applicability of each compound. As the number of NO2

groups on the imidazole, the density, the detonation
velocity and the detonation pressure increase, so do the
oxygen balance and heat of formation. When the number of
NO2 groups in the molecule is three, D and P reaches its
maximum value for the nitroimidazoles. Also, when there
are four NO2 groups in each molecule, Q and D decrease,
because the oxygen balance is too positive, and deviates to
far from the perfect oxygen balance. Therefore, it is clear
that Q, D and P are maximum when the number of NO2

groups on the imidazole is three. The calculated detonation
characteristics of the designed compounds are summarized
in Table 3. The calculated detonation pressures of the
aminodinitroimidazoles vary from 26.0 to 28.0 GPa, but
their detonation velocities are nearly equal. The experimen-

tal detonation velocity and pressure of 2,4-DNI are
8.13 km/s and 28.10 GPa, respectively. The detonation
velocity and pressure of MTNI are 8.96 km/s and
32.54 GPa, respectively. The calculated performance
properties of 2,4-DNI and MTNI agree with their experi-
mental values, so the predictions for the title compounds
are observed to be reliable. The compounds R64, R67 and
R70 may find similar application to 4-amino-3,5-dinitro-
1H-pyrazole (LLM-116) due to their promising properties
as potential insensitive munitions. The calculated densities
of the isomeric compounds are close to each other, with
deviations of 0.02–0.06 g/cm3, so D and P are also similar
for these compounds, as they are mainly determined by ρ
and ρ2, respectively [24]. The detonation characteristics of
aminotrinitroimidazoles were found to be superior than
those of RDX (D 8.75 km/s, P 34.70 GPa) and HMX (D
8.96 km/s, P 35.96 GPa). The performance properties of the
model molecules R30 (D 9.20 km/s, P 39.42 GPa), R32 (D
9.16 km/s, P 38.66 GPa), R65 (D 7.87 km/s, P 27.53 GPa)

HEM ωL(cm−1) E0(a.u.) ZPE(a.u.) HT(a.u.) ΔfH(kJ mol−1)

R59 52.8922 −690.6342393 0.092624 0.103251 192.90

R60 55.6189 −690.6371644 0.092414 0.103428 199.92

R61 25.7308 −690.6296358 0.092511 0.103636 180.00

R62 75.0277 −690.6490001 0.091668 0.102634 226.02

R63 18.1811 −690.6264625 0.089372 0.098384 185.08

R64 17.8044 −690.6814202 0.092186 0.103552 235.00

R65 57.7604 −690.529637 0.091123 0.102200 189.14

R66 72.1146 −690.659376 0.092025 0.102773 259.96

R67 68.8488 −690.692030 0.092096 0.103311 206.43

R68 36.6195 −690.636329 0.090945 0.102227 191.20

R69 79.3520 −690.6538497 0.091989 0.102847 245.27

R70 65.0897 −690.6958847 0.099245 0.102847 197.00

R30 26.4991 −895.1412989 0.094518 0.107953 294.30

R32 36.0284 −895.636672 0.093638 0.107418 338.04

R34 23.4467 −895.1622831 0.093041 0.107052 336.00

R36 52.8106 −895.1692443 0.093840 0.107239 353.78

Imidazole 549.6127 −226.2500375 0.070976 0.075666 132.5a

CH4 1303.53 −40.520622 0.044261 0.048080 −74.6a

CH3NO2 65.8541 −245.054716 0.049551 0.054835 −80.8a

CH3NH2 307.812 −95.873895 0.063532 0.067919 −22.5a

Table 1 The lowest frequencies
(ωL), total energies (Eo), zero-
point energies (ZPE), thermal
corrections to enthalpy (HT) and
gas-phase heats of formation
(ΔfH) of aminonitroimidazoles
and some reference compounds,
as computed at the B3LYP/aug-
cc-pVDZ level

a Experimental values from [22]

N

N

H

N

N

H

(NO2)m

(NH2)n

 (m + n)CH4+ + mCH3 NO2 nCH3 NH2+

Aminopolynitroimidazole
Imidazole

Scheme 1 Isodesmic reaction for estimating the heats of formation of the molecules at 298 K
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and R68 (D 7.94 km/s, P 27.55 GPa) obtained at the
B3P86/aug-cc-pVTZ level of calculation appear to be
similar to those computed at the B3LYP/aug-cc-pVDZ
level.

Impact sensitivity correlations

We also approximated the impact sensitivities (h50%) of the
model compounds from the electronic structures using a
Mulliken atomic charge analysis of the nitro (NO2) groups. In
nitro compounds, the C–NO2, N–NO2 and O–NO2 bonds are
usually the weakest bonds in the molecule, and breaking one
of these bonds is often the initial step in the decomposition or
detonation. The nitro group charge (−QNO2) can be calculated
by summing the net Mulliken atomic charges on the nitrogen
(QN) and oxygen (QO1 and QO2) atoms:

�QNO2 ¼ QN þ QO1 þ QO2: ð4Þ

The higher the negative charge on the NO2 group, the
weaker the electron-withdrawing ability and thus the greater
the overall stability of the compound. As the number of NO2

groups on the imidazole framework increases, competition
for the available charge increases and thus the molecule
becomes unstable. In other words, when there is one nitro
group on imidazole (a mononitroimidazole), it will have a
larger negative charge than if there are two or more nitro
groups (a polynitroimidazole). Therefore, more sensitive
compounds will have smaller charges on their nitro groups.
The calculated Vmid values were found to vary from 1.326 to
2.12. The computed −QNO2 values, midpoint electrostatic
potentials (Vmid), and trigger lengths of the molecules are
presented in Table 4. The calculated −QNO2 values of the
model compounds, aside from R63 (0.188e), R68 (0.198e)
and R34 (0.096e), vary from 0.232e to 0.651e. As
approximated by Zhang et al. [15, 16], these values are
higher than those of RDX (0.134e), HMX (0.112e), TNAZ

Table 2 Crystal density characteristics of aminonitroimidazoles computed at the B3LYP/aug-cc-pVDZ level

HEM Cell volume Total energy (kJ mol−1) Space group Crystal system a, b, c (Å) Density (g cm−3)
α, β, γ

R59 658.54892568 45.63597178 P21/c Monoclinic 6.34, 9.47, 13.38 1.75
α= γ = 90°, β = 125°22′

R60 656.01869175 35.22331902 Pna21 Orthorhombic 9.32, 6.51, 10.817 1.75
α= β = γ=90°

R61 643.21613440 −4.63548260 P21/c Monoclinic 17.28, 9.16, 7.97 1.78
α= γ = 90°, β = 56 °36′

R62 646.66767983 −65.26061201 Pna21 Orthorhombic 8.63, 7.67, 9.76 1.77
α= β = γ = 90°

R63 662.72194457 −52.44768440 Pna21 Orthorhombic 13.58, 6.42, 9.76 1.74
α= β = γ = 90°

R64 644.81372053 −46.03492401 P212121 Orthorhombic 6.67, 6.04, 17.60 1.78
α= β = γ = 90°

R65 646.71190843 −26.12259996 P21/c Monoclinic 7.63, 8.30, 12.97 1.78
α= γ =90°, β = 127°98′

R66 658.77981276 −29.3842280 P21/c Monoclinic 18.07, 9.56, 13.64 1.74
α= γ = 90°, β=163°77′

R67 658.58439721 18.059133246 P212121 Orthorhombic 10.57, 6.31, 9.88 1.75
α= β = γ = 90°

R68 647.01323524 −27.74764905 P212121 Orthorhombic 10.63, 5.20, 11.71 1.78
α= β = γ = 90°

R69 657.752311 −44.1286101 Pna21 Orthorhombic 8.37, 7.62, 10.10 1.78
α= β = γ = 90°

R70 657.7523153 27.33391136 P21/c Monoclinic 10.36, 6.46, 9.94 1.75
α= γ = 90°, β = 81°81′

R30 754.98698573 24.5616875 P21/c Monoclinic 6.70, 16.41, 7.14 1.94

α= γ = 0°, β = 99°84′

R32 1498.3101 −106.73923675 Pbca Orthorhombic 16.1, 9.87, 9.42 1.93
α= β = γ = 90°

R34 1498.8977 −58.70938566 Pbca Orthorhombic 16.03, 9.85, 9.48 1.93
α= β = γ = 90°

R36 748.05680 −44.63809745 P21/c Monoclinic 17.11, 6.75, 6.50 1.94
α= γ = 90°, β =59°45′
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(0.114e), CL-20 (0.081e), and ONC (0.146e), and the
compounds are found to be more insensitive. This impact
sensitivity or stability is attributed to the presence of a π-
excessive aromatic heterocyclic ring, the delocalization of π-
electrons, and the presence of new types of intramolecular
N–H…O and N…O interactions.

Electric spark sensitivity correlations

Electric spark sensitivity is the degree of sensitivity of an
energetic compound to an electrical discharge. It is usually
determined by subjecting the explosive compound to a high-
voltage discharge from a capacitor. Zeman [17, 18] gave a
relationship between the electric spark sensitivity (EES), the
square of the detonation velocity (D), the reciprocal
temperature, the Piloyan activation energy, and the heat of
fusion of an energetic compound. Wang et al. [28, 29]
provided a suitable correlation between the electric spark
sensitivity, the detonation velocity and the detonation
pressure for nitramines and nitroarenes. We have approxi-
mated the electric spark sensitivities of model compounds
based on the lowest unoccupied molecular orbital energies
and nitro group charge analysis, as per the procedure in [19]:

EES Jð Þ ¼ �1ð Þn110:16QNO2 � 1:05n1 n2ELUMO � 0:20;

ð5Þ

where, n1 is the number of aromatic rings, n2 is the number
of substituents attached to the imidazole, such as alkyl (−R)

or amino (−NH2) groups, −QNO2 is the minimum Milliken
charge on the NO2 group and ELUMO (in eV) is the energy of
the lowest unoccupied molecular orbital (LUMO). As
calculated by Zhi et al. [19], the calculated electric spark
sensitivity values of the designed compounds R32 (7.12 J),
R36 (7.08 J) and R66 (7.31 J) are similar to those of TNT
(7.0 J), while the compounds R62, R63, R65, R68, R69 and
R34 show lower electric spark sensitivities than TNT. On the
other hand, the model compounds R61, R64 and R30
possess exceptionally high electric spark sensitivities of
10.76, 10.16 and 10.50 J, respectively.

Frontier molecular orbital energies

The frontier molecular orbital energies and the gaps
between them are presented in Table 4. Fukui et al. [30]
was the first to notice the prominent role played by the
highest occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO) in governing the
reactivity of aromatic compounds. The smaller the band gap
between the HOMO and the LUMO of the compound, the
easier it is for electrons to cross this gap, and so the poorer
the stability of the compound. The LUMO energies vary
from −0.11993 to −0.148322 a.u. and the HOMO energies
range from −0.31312 to −0.27720 a.u. for aminodinitroimida-
zoles. The LUMO energies vary from −0.16401 to −0.14180 a.
u. and the HOMO energies from −0.30820 to −0.24902 a.u. for
aminotrinitroimidazoles. The frontier orbital energy gaps
vary from 0.16962 to 0.10658 a.u. for aminodinitroimi-

HEM ρ(g cm−3) Q(kcal g−1) D(km s−1) P(GPa)

R59 1.75 0.86 7.83 26.70

R60 1.75 0.87 7.84 26.83

R61 1.78 0.84 7.91 27.63

R62 1.77 0.98 8.02 28.33

R63 1.74 0.85 7.77 26.22

R64 1.78 0.94 8.05 28.53

R65 1.78 0.86 7.92 27.52

R66 1.74 0.95 8.00 27.76

R67 1.75 0.90 7.84 26.67

R68 1.78 0.86 7.92 27.57

R69 1.78 0.93 8.00 27.80

R70 1.75 0.87 7.84 26.77

R30 1.93 1.42 9.23 39.41

R32 1.93 1.37 9.14 38.65

R34 1.93 1.37 9.15 38.70

R36 1.94 1.34 9.12 38.53

2,4-DNI 1.80 (1.76)b 0.87 8.10 (8.13) 29.04 (28.10)

MTNI 1.86 (1.78) 1.07 8.66 (8.96) 33.92 (32.54)

RDX 1.78 (1.82) 1.25 (1.27) 8.86 (8.75) 34.23 (34.70)

HMX 1.90 (1.92) 1.25 (1.27) 9.10 (8.96) 39.40 (35.96)

Table 3 The densities (ρ),
chemical energies of detonation
(Q), detonation velocities (D),
and detonation pressures (P) of
the model compounds along
with those of the known explo-
sives 2,4-DNI, MTNI, RDX and
HMX

b Experimental values from [6]
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dazoles, and from 0.12317 to 0.14911 a.u. for amino-
trinitroimidazoles, which indicates that the model com-
pounds are stable. For the aminodinitroimidazoles, the
band gap of R60 is the largest (0.16962 a.u.) and R63 is
the smallest (0.10658 a.u.), indicating that the former is
more stable than the latter. The compounds R30, R32,
R59, R60, R62, R63 and R64 appear to the most stable,
where “stability” here refers to chemical or photochem-
ical processes involving electron transfers or electron
jumps. Therefore, the stability of the aminodinitroimidazoles
decreases as follows: R60>R61>R2~R64>R59>R69>
R62>R65>R66>R70>R68>R63. The corresponding order
for the aminotrinitroimidazoles is: R30>R32>R36>R34.
C–NO2 and N–NO2 are the trigger bonds, and the

resonance of the imidazole ring strengthens these bonds,
thereby stabilizing the molecules. The longer the trigger
bonds of the molecule, the easier it is to break them, so the
molecule becomes less stable. Based on the total energies
of the compounds concerned, the most stable and the least
stable compounds among the aminodinitroimidazoles are
R65 (−690.529637 a.u.) and R70 (−690.6958847 a.u.),
respectively. The most stable and the least stable com-
pounds among the aminotrinitroimidazoles are R30
(−895.141299 a.u.) and R36 (−895.1692443 a.u.), respec-
tively. The higher the total energy of the molecule, the less
stable the. The discrepancies in the stabilities of the
molecules are due to slight variations in total energies,
trigger bond lengths, and band gap values among the

Table 4 Trigger lengths, nitro group charges (−QNO2), midpoint electrostatic potentials (Vmid), electric spark sensitivities (EES), frontier orbital
energies, and the gaps between these orbitals for the model compounds

HEM Bond Length(Å) −QNO2(e) Vmid EES(J) LUMO(a.u.) HOMO(a.u.) ΔE(LUMO–HOMO)(a.u.)

R59 C2–NO2 1.44298 0.543 1.32642 9.95467 −0.14832 −0.29525 0.14693
C5–NO2 1.42594 0.586 1.76305 10.39155

R60 C2–NO2 1.44556 0.527 1.39738 9.51354 −0.13857 −0.30819 0.16962
C4–NO2 1.45259 0.571 1.64121 9.96057

R61 C4–NO2 1.46473 0.651 1.55878 10.76766 −0.13837 −0.30103 0.16266
C5–NO2 1.42858 0.586 1.88578 10.10726

R62 N1–NO2 1.33953 0.265 1.17802 6.47532 −0.12540 −0.26801 0.14261
C5–NO2 1.42390 0.646 2.09003 10.34628

R63 N1–NO2 1.45213 0.188 1.43100 6.17988 −0.14244 −0.24902 0.10658
C4–NO2 1.46933 0.654 1.69601 10.91434

R64 C4–NO2 1.46658 0.687 1.80965 10.60656 −0.11993 −0.26771 0.14778
C5–NO2 1.41041 0.643 2.12705 10.15951

R65 N1–NO2 1.43721 0.232 1.28861 6.34095 −0.13243 −0.25826 0.12583
C2–NO2 1.44161 0.560 1.34295 9.07343

R66 N1–NO2 1.40640 0.313 1.83731 7.31099 −0.13758 −0.26158 0.1240
C4–NO2 1.41672 0.712 1.58958 11.36483

R67 C2–NO2 1.43605 0.558 1.49855 9.56652 −0.12940 −0.26820 0.1388
C4–NO2 1.42317 0.753 1.02096 11.54769

R68 N1–NO2 1.46530 0.198 1.32880 6.05705 −0.13423 −0.25296 0.11873
C2–NO2 1.47120 0.535 1.34375 9.47081

R69 N1–NO2 1.45701 0.222 1.15580 5.92126 −0.12201 −0.26803 0.14602
C5–NO2 1.40348 0.740 2.35701 11.20446

R70 C2–NO2 1.45379 0.540 1.49952 9.81676 −0.14456 −0.26636 0.12180
C5–NO2 1.39678 0.780 2.56017 12.25517

R30 C2–NO2 1.44628 0.551 1.62624 10.49764 −0.16401 −0.31312 0.14911
C4–NO2 1.46540 0.642 1.78792 11.41998

C5–NO2 1.43730 0.640 1.87574 11.39965

R32 N1–NO2 1.33627 0.283 1.18538 7.12651 −0.14179 −0.28739 0.14560
C4–NO2 1.46933 0.650 1.83893 10.85522

C5–NO2 1.42609 0.615 1.98164 10.49962

R34 N1–NO2 1.55116 0.096 2.12986 5.57601 −0.15402 −0.27719 0.12317
C2–NO2 1.45791 0.535 1.55153 10.03625

C4–NO2 1.40034 0.717 2.28516 11.88537

R36 N1NO2 1.44581 0.245 1.15934 7.08528 −0.15386 −0.28583 0.13197
C2–NO2 1.45277 0.537 1.48957 10.05201

C5–NO2 1.42433 0.703 1.88441 11.73856
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isomers, which in turn are caused by changes in the
relative positions of the nitro and amino groups.

Conclusions

In conclusion, the model compounds satisfied the criteria for
high energy density compounds. The energies of detonation
(Q), densities (ρ), detonation velocities (D) detonation
pressures (P), stabilities, impact insensitivities, and electric
spark insensitivities increased markedly as the number of
hydrogens substituted on the nitroimidazoles increased. The
density (ρ≈1.93 g/cm3) and detonation properties (D≈
9.10 km/s and P≈38.50 Gpa) of the aminotrinitroimidazoles
appear to be promising compared with those of RDX and
HMX. The discrepancies in the performance properties and
stabilities or sensitivities of the compounds are caused by the
relative positions of the NH2 and NO2 groups. The
calculated heats of formation, densities, detonation velocities,
detonation pressures, and impact and electric spark sensitiv-
ities of the model compounds are crude approximations, so
there may be errors in these calculated values when
compared to the real ones.
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Abstract The concept called Knowledge is a measure of the
quality of genetically transferred information. Its usefulness is
demonstrated quantitatively in a Monte-Carlo simulation on
critical steps in a origin of life model. The model describes the
origin of a bio-like genetic apparatus by a long sequence of
physical-chemical steps: it starts with the presence of a self-
replicating oligomer and a specifically structured environment
in time and space that allow for the formation of aggregates
such as assembler-hairpins-devices and, at a later stage, an
assembler-hairpins-enzyme device—a first translation machine.

Keywords Assembler-hairpins-enzyme device .

Emergence and storage of information . Genetic apparatus .

Knowledge . Monte-Carlo . Origin of life . Structured
time-space environment

Introduction

Modeling the origin of life: postulates on initial conditions

This paper is based on the concept that living individuals—
distinct aggregates of interlocking molecules—are a form
of matter that carries information to be reproduced and to
evolve in their given environment into forms of increasing
complexity and intricacy [1–7].

A step-by-step Darwinian process appears instantaneous when
the first entity emerges by chance (a de-novo oligomer that is
capable of replication), survives as a species (population of
individuals of a certain kind) and then evolves by continued
reproduction with variation and selection in the particular
environment driving the process. The initial step, which has been
called "origin of life", requires a basic initial form for the building
blocks as well as basic initial conditions for the environment
(Supplementary Fig. 1). Such a step-by-step Darwinian process,
continuous and sustained, leads first to aggregates of inter-
locking molecules, and then to the bio-genetic apparatus.

These aggregates reach increasing independence from the
afore-mentioned highly specific initial conditions by gradually
populating a diversified area, as follows: (1) populating regions of
compartments with increasing size of pores, (2) evolving devices
that produce envelopes as innate compartments, (3) evolving
metabolism (increasing intricacy of the living machinery).

Modeling origin of life: the RNA world

We consider the case where only one type of complementary
R-monomers, R1 and R2, is present, and we assume that de-
novo oligomers emerge and are capable of replicating
(Supplementary Fig. 2a). The initial sequence is random
and, due to errors in the copying process, there is variation of
this sequence. If by chance a strand is found in the
population that has a sequence such that it folds onto itself
to form a hairpin (Supplementary Fig. 2c), the hairpin will be
selected because it is more protected against hydrolysis and
thus has a higher probability of being selected. The hairpin
finds an open strand to bind by the loop by complementary
and anti-parallel means. If the number of adjacent hairpins
equals or exceeds three, such an aggregate will be selected
because it is, again, more protected against hydrolysis, and
thus has a higher probability of being selected. A reading
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frame (Supplementary Fig. 2d) exists if all hairpins in the
population have loops of one kind. All hairpins bound to the
assembler are then adjacent (Supplementary Fig. 2e).

The early process (RNA-world [8–11]) comes to an end
when replication reaches a certain precision. This apparent
dead-end is overcome by the emergence of the first
translation apparatus with an enzyme E1 as its product (i.e.,
the assembler-hairpins-enzyme device, the HAE1-device and
its nonsensical replica, the HAE0-device as explained below).

Modeling the origin of life: the RNA–protein world

We introduce in our model two a-monomers, a1 and a2,
(which may be glycine and alanine). Occasionally, by errors
in the copying process, the two R-monomers at the open
end (Supplementary Fig. 3a) of the hairpin are no longer
complementary. The hairpin then carries an a-monomer such
that R1–R1 carries a1 and R2–R2 carries a2 (Supplementary
Fig. 3a). If all hairpins on an assembler carry a-monomers,
these can then oligomerize. The product, an a-oligomer with
random sequence, has no enzymatic power but functions as
an agglutinate-forming envelope E0 (Supplementary Fig. 3b).

The HAE1-device is a translation apparatus (Supplementary
Fig. 3c), and emerges as a by-product. It is selected only if
(1) there is a code on the (+)-assembler for this specific
a-oligomer, (2) this code is translated by the hairpins, and
(3) the specific a-oligomer is an enzyme (enzyme E1) that
increases the precision of the R-replication (replicase). The
(−)-assembler constitutes the anti-parallel complimentary
copy of an (+)-assembler, and its product therefore has no
sense (HAE0-device).

Increasing contamination coupled with increasing com-
plexity of the evolving system (i.e., by accumulation of HAE0-
devices with an increasing number of different HAEi-devices)
again leads to another barrier. This barrier is overcome by a
fundamental change in the machinery into a primordial form
of the translation apparatus (DNA–RNA–protein world [12–
16]). The emergence of a bio-genetic apparatus [7] then
paves the way for the “explosion of life” [17–19].

Computer implementation and simulation

Supplementary Fig. 4 presents the computer implementation
[20, 21] in a flow chart overview format. The top part shows
the construction phase, where the aggregates are formed.
According to the fitness of the formed devices, parameters
such as survival chance, replication probability and the
probability of occurrence of an error in the replication, are
assigned to these entities. Possible aggregates are the hairpin
(Supplementary Fig. 2c), the HA-device (Supplementary
Fig. 2e) and, after emergence of new kinds of monomers (a-
monomers) that attach to the open ends of hairpins, the

HAE0- (Supplementary Fig. 3a) and the HAE1- (Supple-
mentary Fig. 3c) devices. In the selection phase (middle of
Supplementary Fig. 4), only a fraction of the population
survives (corresponding to half of the total number of
strands). In the multiplication phase (bottom of Supplemen-
tary Fig. 4), the aggregates dissociate and the strands are
copied by chance until the total number of strands is
replenished. Two typical simulations starting with a single
strand of random sequence are shown in Supplementary
Fig. 5a,b.

Quality of information Knowledge demonstrated
by a Monte Carlo study

Defining quantities that measure Information and Knowl-
edge elucidates some principle aspects of the origin of life.
Genetic information is stored in one entity and transferred
from one generation to the next as a distinct sequence of
monomers in a strand. It is measured in bits [22].

"The quality of genetic information" denotes that the
genetic information has the property to instruct the
formation of an entity that behaves as if it had knowledge,
that is, it behaves as if it would know how to survive and to
multiply in its given environment.

Knowledge, K, is related to the effort required to
develop a certain degree of functionality. Let us consider
the total information I(g) (number of bits at generation g)
that has to be discarded by eliminating unfit individuals
along a singlet out trial of a Darwinian evolution that
takes place within a population of entities from the initial
replicating oligomer at generation 0, continued by many
step-by-step Darwinian processes, until the given degree
of functionality is reached at generation g. The average
gbt of the repeated process (Monte Carlo method) levels
out random fluctuation in g. The effort required to
develop the given degree of functionality is measured
by the number K=I(gbt) called Knowledge K [3, 7, 23].

Beginning with a situation in which the emergence of a
first replicating strand is possible, it takes a huge number of
trials (i.e., discarding much information) until a replicable
strand actually appears (Knowledge K growing suddenly
from zero to a value K0 given by the sum of discarded bits
(see schematic illustration in Supplementary Fig. 6a, b).
Then, Knowledge K will stepwise increase, being constant
(reflecting the gradual adaptation of the evolving forms to a
given region by refinements of their organizational struc-
ture) until a major change in the organizational structure
appears with a stepwise increase in Knowledge K (break-
through process leading to the colonization of a new
region). Supplementary Fig. 7a (analyzing the emergence
of hairpins) and Supplementary Fig. 7b (showing Knowl-
edge K of the evolution from replicating strands to the
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HAE1-device) are evaluated from the statistics of the Monte
Carlo study. Building up the HA-device with its reading
frame requires many generations, whereas the HAE1-device
emerges shortly after a-monomers appear that are able to
link to the hairpin’s open end.

Conclusions

Critical steps in a model on the origin of a bio-like genetic
apparatus have been demonstrated by a computer simula-
tion and analyzed by Monte-Carlo method. Establishing a
reading frame, from a state of randomly formed aggregates
of hairpins to a state of a well-ordered HA-device required
many generations of a step-by-step Darwinian process.
Modeling the origin of a bio-like genetic apparatus—from
the emergence, de-novo, of a self-replicating oligomer and
a specifically structured environment in time and space that
allows the formation of aggregates such as assembler-
hairpins-devices and continuing evolution to increasing
complexity, which ultimately leads to the assembler-
hairpins-enzyme device—is important to understand the
principles of the origin of life and to stimulate testing the
origin of life model by experimental efforts. The concept of
Knowledge is therefore a useful measure for the quality of
information along Darwinian evolution.
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Abstract The electron transport of the 4-(3-nitro-4-
tetrafluorophenylthiolate-ethynyl, phenylethynyl) benzene-
thiolate (S-FNPPB-o) molecule assembled in two Au (111)
electrodes, was studied using two approaches: in the first
approximate approach an electric field was applied to the pure
molecule attached to two thiolate ends fixed, and in the second
approach we used the nonequilibrium Green´s function
formalism (NEGF) coupled to DFT to calculate the I-V curve
and the voltage dependence of the transmission function in the
extended system, molecule plus electrodes. By applying an

electric field to the pure molecule plus thiolate ends fixed, and
visualizing the changes in the spatial distribution of the
frontier molecular orbitals, we can expect based on the
continuity of the conduction pathway in electron transport,
that if electron transport occurs through the frontier orbitals,
only the LUMO orbital would create an open channel for
electron transport due to its delocalized nature and large
orbital density at the thiolate groups. The NEGF calculations
indicate that at applied voltages lower than ±0.8 V, the current
is related to transmission values through the tails of the broad
LUMO orbital, and since this orbital is the one closer to the
Fermi energy, and we observed very low current values in this
region, higher current values at positive bias than at negative
bias. As the voltage exceeds ±0.8 V the current increases from
the contribution of more states from the broadened part of the
transmission function from the LUMO orbital, and when the
voltage approaches ±2 V, the LUMO+1 orbital enters into the
bias window and the current increases again.

Keywords Ab initio calculations . Electron transport .

Frontier orbitals .Molecular electronics . Nonequilibrium
Green´s functions

Introduction

The semiconductor industry today is facing a rapid path to
the development of small circuits, portable cell phones,
small supercomputers, faster internet communications, etc.
Without computers, scientists today could not develop new
pharmaceuticals, track climate changes, develop nanosen-
sors, or image the human brain. In the 1970s Gordon
Moore, one of the founders of Intel, predicted that the
number of components crammed into integrated circuits
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would double every year, and “Moore’s Law” has held true
for the past 20 years [1].

However, the technology to place billions of transistors
in small electronic circuits is currently facing fundamental
limits [2]. The continued thinning of silicon for miniatur-
izing circuits will destroy the band structure for the
movement of electrons. These limitations can be surpassed
by engineering single molecules to serve as transistors,
diodes, and molecular wires. However at the nanoscale
quantum effects must be considered in the design of
electronic components.

The study of electron transport using organic molecules
anchored in electrodes will allow the design of new
electronic devices with various functionalities such as:
memories, transistors, diodes, molecular switches, conduc-
tors, integrated circuits and organic photovoltaic cells
devices. Organic molecules can be potential candidates for
electronic devices if they present switching, conduction,
rectifying behavior, and also if they have complex
nonlinear current-voltage (I-V) characteristics such as
negative differential resistance (NDR) [3]. Molecular
interruption and NDR behavior can take place in an organic
molecule attached to electrodes due the changes in the
shape, occupation and energy of molecular orbitals (MOs)
[3]. To achieve efficient electron transport and high
electronic transmission values, strong electronic coupling
among the molecule and electrodes is necessary. This
coupling is provided by the energetic alignment of the
molecular states with the electrode Fermi energy, signifi-
cant orbital overlap between the structural units within the
molecule and at the molecule-electrodes interfaces (spectral
density) [4].

Kim et al. [5] pointed out that new electronic devices
can be constructed by using external fields such as
electrical and magnetic fields. Since an electric field is a
powerful mean to change the energy and shape of
molecular orbitals, the study of the effect of electrical
fields on molecular orbitals would permit the creation of
new electronic devices that can function as molecular
switches, diodes, rectifiers, etc.

In the last decade there have been many theoretical
studies that have used the NEGF-DFT formalism to study
the electron transport of molecules attached to electrodes,
since this method has been able to reproduce experimental
data [6]. Seminario et al. [7] studied theoretically the
current-voltage characteristics of the Aun-S-(p-C6H4)-S-
Aun (n=1–5) molecular junction connected to bulk gold in
excellent agreement with a break junction experiment and
with other ab initio calculations. Seminario et al. [8] studied
the current–voltage characteristics of benzene, naphthalene,
and anthracene attached to different types of nanoelectrode
conformations using gold atoms as electrodes. They found
that conductances were high and tunneling barriers were

low when compared to saturated alkanes and unsaturated
oligophenylene vinylenes.

Kim et al. [9] studied the electrode effect on a molecular
electronic device. They studied different electrodes com-
posed of Au, Ru, and carbon nanotubes (CNT) type (5,5)
connected by thiolate groups and amide groups to an alkyne
molecule using NEGF combined with DFT. Their study
showed that the effect of different electrodes and different
linkers was noticed by displaying different broadening
extent for the given molecular energy levels and different
alignment of the energy levels with respect to the Fermi
energy of the electrodes.

They obtained nonlinear current-voltage characteristics
by using carbon nanotubes as electrodes. Their “CNT-
amide” case showed the effect of the zero transmission gap,
where the current is almost zero until it reaches 1.5 V,
where the broadened LUMO orbital appears in the bias
energy windows and the current surges thereafter. It is the
LUMO orbital of the alkyne which contributes to the
current surge since it is the orbital closer to the Fermi
energy of the electrodes.

Lee et al. [10] studied the molecular level alignments
and electron transport characteristics based on the NEGF
approach combined with DFT for six conjugated molecules
(p-terphenyl PTP, and its derivatives, CPTP, NiPTP,
CoPTP4, CoPTP5, and FePTP) containing different types
of conjugated frameworks. They observe that by combining
non and antiaromatic components there was an increase in
the conductance since the HOMO level lay closer to the
Fermi level, concluding that the manipulation of the
conjugated framework is an important factor for controlling
the electron transport characteristics.

Car et al. [11] studied the electronic properties of metal–
molecule–metal systems at zero bias for benzene–, diben-
zene–, and xylyl–dithiol molecules using ab initio calcu-
lations. Their study focused in understanding how the
molecular orbitals change upon adsorption on the electrode
and the orbitals closer to the Fermi level, which are
important for the electron transport process. For the
dithiol-benzene molecular junction, they noticed that the
LUMO state is the one closer to the Fermi energy of the
electrodes and it is located at 0.16 eV below the Fermi
energy. By studying the local density of states (LDOS),
they found the existence of states available for conduction
around the Fermi energy which are delocalized throughout
the molecule. They found that the insertion of methyl group
between the sulfur and the carbon ring decouples the two
subsystems and suppresses the LDOS at the Fermi energy.

Dilabio et al. [12] carried density functional theory
calculations combined with NEGF techniques to model the
electron transport through disubstituted benzenedithiol
molecules with electron acceptor and electron withdrawing
groups. The molecules were bonded by thiol groups to
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leads composed of 3x3 gold, 5x5 gold and 3x3 aluminum
electrodes. For the disubstituted 3x3 Au-benzenedithiol-Au
systems, the absence of transmission states from −0.4 to
−0.2 eV, resulted in negative differential resistance in the I-
V curve. This NDR feature is not observed in the 5x5 gold
electrodes due to the existence of states in the HOMO-
LUMO transmission gap. The effect of electron donating
and withdrawing groups attached to the benzene was an
increase and a decrease in the current, respectively.

Xia et al. [13] used the NEGF formalism combined with
density functional theory, to study the electronic transport
properties of the butadienimine-based optical molecular
switch with and without substituents. The two forms,
namely the oxo-amine(keto) and hydroxyl-imine(enol)
form, can reversibly switch from each other, making them
good candidates for light-driven molecular switches. From
the calculated I-V curves they found that the current from
the enol form is higher than for the keto form, making it
possible to create a molecular switch. By studying the
spatial distribution of the frontier orbitals, they found that
both the HOMO and the LUMO are delocalized transport
channels for the enol, while the HOMO and LUMO for the
keto form are both localized orbitals obstructing the
electron transport, because the electrons that enter the
molecule at the energy of these orbitals have low
probability of reaching the other end of the molecule. They
also found that the switching performance can be improved
by using appropriate electron donors or electron acceptor
substituents.

Yang et al. [14] showed the effect that size of the basis
set plays in determining the position of the Fermi energy of
the lead in the molecular HOMO-LUMO gap, since this
position is determined by the molecule-electrode charge
transfer. For example: for the Au(111)-OPE3-Au(111)
molecular junction, the use of single zeta polarized basis
sets leads to the incorrect situation of the Fermi energy
being closer to the LUMO state, while using double and
triple zeta polarized basis sets gives the Fermi energy closer
to the HOMO orbital.

Chelikowsky et al. [15] recently performed first-
principles calculations on the electron transport in nanotube
junctions decorated with small Au nanoparticles. Their
calculations showed that the conductance of nanotube
junctions was increased only by the introduction of odd-
numbered Au nanoparticles.

Goddard et al. [16] performed NEGF calculations
showing that molecular junctions of cyclic and acyclic
1,2-dithiolanes sandwiched between two gold electrodes
exhibited essentially the same insulating current–voltage
characteristics at moderate bias voltages, despite the
difference in their adsorption states.

Zhao et al. [17] performed DFT theoretical calculation
about the substituent effect on the molecular wire, oligo

(phenylene ethynylene) (OPE), using the electron-
donating NH2 group, and the electron-withdrawing NO2

group. They considered in the DFT calculations the
influence from an external electric field (EF), without the
molecules being connected to electrodes and without
terminal groups such as thiols, amides, etc. They stated
that the electrical properties of molecular electronic
devices are related to the electronic structure of the bridge
molecule.

Their study focused on the spatial distributions of
molecular orbitals, especially frontier orbitals: HOMO
and LUMO, as good indicators of electron transport of
the molecular wire, only in the absence of quantum
interference [18], since frontier orbitals generally domi-
nate the coupling to the electrode and the electron
transmission tunnel. Energy levels such as frontier orbitals
can be transmission channels [19], stating that a conduct-
ing channel is a molecular orbital that is fully delocalized
along the molecular backbone and a non-conducting
channel is a localized molecular orbital, that cannot
connect both ends of the molecule to the metallic electro-
des. The important conclusion from their work was the
development of a static treatment at the DFT level for
predicting the current–voltage behavior, by analyzing only
the spatial distribution and energy levels under the
influence of an external EF without having to resort to
the complex NEGF formalism. Later Zhao et al. [20]
investigated molecular rectification in the porphyrin-based
molecular junction originating from asymmetrical
electrode-molecule contacts using density functional the-
ory combined with the NEGF method. They employed
two thiol groups on the left side of the gold surface and
one thiol group on the right side to increase the electronic
coupling. The Au(111) surface was simulated using a 4×4
cell with periodic boundary conditions, and the supercell
consisted of two layers of Au atoms to the left and three
layers to the right with 16 atoms for each layer in the
scattering region. Their transportation calculations in these
asymmetrical junctions showed obvious rectification, an
important effect in the design of molecular diodes.

Stokbro et al. [4] by calculating theoretically using
NEGF-DFT the conductance of junctions containing mol-
ecules connected by thiol end groups, with different levels
of conjugation and of different lengths, found that the
availability of orbital density on the molecule end contact
atoms is an important factor for obtaining high conductance
values and can dominate both the conjugation of the
molecule and its alignment with the electrode Fermi energy.
When the conductive frontier molecular orbital lacks
substantial orbital density on the end group, the conduction
will be reduced significantly, even in there exists good the
alignment between the molecular orbitals and the electrode
Fermi energy.
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In this work we study the electronic transport of the S-
FNPPB-o molecule connected with thiolate groups at the
ends as shown in Fig. 1, using two approaches. The first of
these is the statical approach proposed by Zhao et al., [17,
20], in which we study the molecular geometric and
electronic properties of the molecule under an applied
electric field with the thiolate ends fixed. From this study
we hope to predict junction properties using the path
continuity approach for the electron transport, and a second
dynamical approach in which we employ the NEGF-DFT
formalism to obtain the current–voltage characteristics at a
bias range form −2 to 2 V and the influence of the bias on
the transmission spectrum. The objective of this study is to
elucidate the electronic transport of S-FNPPB-o to deter-
mine if NDR is present in this molecule or note other
nonlinear current voltage characteristics that can help in the
design of new nanoelectronic devices.

We focus on the S-FNPPB-o fluorinated oligo(phenyl-
ene ethynylene)s (OPE) molecule, since this molecule
has been previously synthesized by Tour et al. [21] with
the aim of using fluorination to alter the thermal, chemical,
and electronic properties of OPE molecules and make
them suitable for integration with solid state devices. The
4-(3-nitro-4-pentafluorophenylethynyl,phenylethynyl)ben-
zenethiol (FNPPB-o) molecule can form stable self-
assembled monolayers (SAMs) in gold and platinum
surfaces. Tour et al. also observed that the use of
fluorocarbons produced materials with increased thermal
stability and chemical resistance, necessary characteristics
for high-temperature production processes of SAMs on
metal surfaces, such as gas-phase physical vapor deposi-
tion (PVD). Tour et al. also stated that molecular
electronic devices based on this fluorinated molecule
may lower the HOMO energy and the corresponding
Schottky energy barrier, increasing the electron transmis-
sion from a bulk contact through the frontier orbitals of a
chemisorbed organic film.

Tour et al. [22] also observed that FNPPB-o molecules
embedded in amide-containing alkanethiol SAMs on Au
{111), presented bias-dependent switching as a function of
the interaction between the dipole moment of the OPEs and
the electric field applied with the scanning tunneling
microscope.

Computational methodology

Figure 2a shows a schematic representation of the S-
FNPPB-o molecular junction and Fig. 2b shows the S-
FNPPB-o molecular junction, replacing the fluor atoms
with hydrogen atoms named OPE-NO2 molecular junction.
Before the introduction of an electrical field EF, the S-
FNPPB-o molecule was fully optimized at the GGA-PBE/
DNP level of theory using DMOL3 [23–25]. Then, the
terminal sulfur atoms were fixed in space to simulate the
connection to the electrodes. Then we carry geometrical
optimizations at the same level of theory in the presence of
an external EF in the neutral state for this molecule since
the remaining bonds in the sulfur atoms in the diradical are
saturated by gold atoms. Based on experimental results
from SAMs attached to gold surfaces, it is generally
accepted that hydrogen atoms of the thiol terminal group
desorbs, while the sulfur atom in the radical binds strongly
to the gold surface [4, 11, 26]. The EF ranging from zero to
0.257 V/Å is defined as uniform and aligned along the two
terminal carbon–sulfur inter-atomic vector, comparable
with most experimental measurements [17]. Both positive
and negative EF where applied to the molecule.

The disadvantage of this static computational methodol-
ogy based in applying an EF to the S-FNPPB-o molecule is
that it does not take into consideration the effect of the
electrodes interface in the electronic transport. A more
rigorous dynamic study was carried using the NEGF-DFT
formalism to obtain the current–voltage characteristics of
the molecular junction as well as the transmission spectrum
of the molecular junction at different voltages (S-FNPPB-o
attached to two Au(111) electrodes).

An overview of the NEGF-DFT formalism has been
given by Stokbro et al. [27–29]. The conduction pathway
for coherent motion of charge is comprised of three
segments: the intramolecular segment and the two
molecule-electrode interfaces. To achieve efficient conduc-
tance, strong electronic coupling among the three segments
should be achieved. Such coupling is provided by close
energetic lineup of the molecular states with the electrode
Fermi energy (small injection gap) and by significant
orbital overlap between the structural units within the
molecule and at the molecule-electrodes interfaces (spectral
density). We used the Atomistix Toolkit (ATK) software
package [30] to study the electronic transport properties of
a molecule assembled in two Au (111) electrodes. This
program combines DFT with NEGF to simulate the
electronic transport in single molecule devices under
nonequilibrium conditions.

For the simulation of the molecular junction, the
previously optimized S-FNPPB-o molecule at the DFT
GGA-PBE/DNP level was translated into the Au junction
with the Au(111) surface as a common feature in theFig. 1 Schematic representation of the S-FNPPB-o molecule
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software. (DNP) stands for double numerical plus polari-
zation basis set. The Au(111) surface was simulated using a
4×4 cell with periodic boundary conditions, and the
supercell consisted of two layers of gold atoms to the left
and three layers to the right with 16 atoms for each layer in
the scattering region. The complete molecular junction was
relaxed using DNP basis set for all atoms and the GGA-
PBE functional in the calculation, and the introduction of
relativistic effects for some core electrons. All atoms except
the gold atoms, which were kept fixed at their bulk
positions, were relaxed until the force on each was less
than 0.05 eV/Å. With this procedure we obtained end
sulfur-surface distances of 1.95, and 1.97Å in the local
energy minimum, that is, the hollow site on the Au surface.
This Au-S distance is in agreement with values obtained in
the literature [4, 10, 11, 13, 26, 31].

A bias voltage from −2.0 to 2.0 V was applied between
the two metal leads, and the electric current was generated
using the Landauer-Buttiker formula [32–35].

The current through a single molecule connected by two
metal electrodes is given by the following expression:

I ¼ 2e

h

ZmL

mR

T E;Vbð Þ fR E;Vbð Þ � fL E;Vbð Þ½ �dE ð1Þ

where fR(E, Vb), and fL(E, Vb) are the Fermi-Dirac functions
for the left and right electrodes at energy E under the bias
voltage, Vb; T(E, Vb) is the sum of the transmission
probabilities of all channels available at energy E under
bias Vb [36], μL and μR are the chemical potentials of the
left and right electrodes; and [μL(Vb), μR(Vb)] is the energy
region for the current referred as the bias energy window.
The bias energy window is given by μL=EF - eVb/2 and

μR=EF+eVb/2, and EF is the Fermi energy which is the
average value of the chemical potential of the left and right
electrodes, is usually set to zero [20].

From this equation 1, it can be observed that only
electrons with energies close to the Fermi level and within
the bias energy windows add to the current. Since the
current is the integral of the transmission coefficient in the
bias energy window, analysis of the transmission can
provide a comprehensible understanding of the electron
transport behavior.

Results and discussions

Table 1 shows the spatial distribution of the HOMO and
LUMO for the S-FNPPB-o molecule at different electrical
fields, frontier orbitals HOMO and LUMO, can become
good indicators of electron transport of the molecular wire
in the absence of quantum interference [18] because they
dominate the coupling to the electrode and form the
electron transmission tunnel, and in the majority of the
cases these orbitals align closer with the Fermi energy of
the electrodes, becoming important channels for electron
transport. In the coherent tunneling regime, the electron
transport of a molecular junction can be studied in terms of
the continuity of the conduction pathway.

In order to study and be able to modulate the electrical
properties of molecular wires, it is important to visualize
how the frontiers molecular orbital spatiate in response to
an external EF. Taking into consideration that a conducting
channel is a molecular orbital that is fully delocalized along
the molecular backbone; conversely, a non-conducting
channel is a localized molecular orbital, which cannot
connect both ends of the molecule to the metallic contacts

Fig. 2 (a)Molecular junction
studied in this work with fluor
atoms (b) OPE-NO2 molecular
junction, with hydrogen atoms
instead of fluor atoms

J Mol Model (2012) 18:611–621 615



Table 1 Spatial distribution of the HOMO and LUMO orbitals under an electric field for the S-FNPPB-o molecule
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and the electrons that enter at the energy of these localized
orbital have very low probabilities of transmission to the
other end. [13, 17, 19].

From Table 1, we can observe that under the EF applied,
the HOMO spatial distribution remains localized around
only one of the sulfur end atom at most EF, and the HOMO
orbital delocalizes only at a negative EF value equal to
−0.005 au; on the contrary, we observe that the LUMO
orbital delocalizes in the molecular backbone at all positive
EF with a large orbital density at the sulfur atoms. At
negative EF we observe scarce orbital density at the sulfur

left end side in the EF range from −0.001 to −0.002 au,
signaling low electron transport at these EF. From the
results from Table 1 we can perceive that if the frontier
orbitals align closer to the Fermi energy, the electron
transport would go mostly through the LUMO orbital,
being the transport larger at positive EF, than at negative EF
due to the small orbital density at the left end side on the
sulfur atom in the LUMO orbital.

Figure 3a shows the transmission spectrum and density
states at 0 V bias for the S-FNPPB-o molecular junction, the
zero energy corresponds to the Fermi energy of the electrodes,

Fig. 3 (a) Transmission spec-
trum and DOS at 0 V for OPE-
NO2 and S-FNPPB-o molecular
junctions (b) Transmission
spectrum and DOS at 2 V for
OPE-NO2 and S-FNPPB-o
junctions (c) Transmission
spectrum and DOS at −2 V for
OPE-NO2 and S-FNPPB-o mo-
lecular junctions
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we observe that the LUMO orbital (−0.93 eV) lies much
closer to the Fermi level than the HOMO orbital (−1.46 eV),
and the electron transmission goes through the unoccupied
molecular states, also the LUMO+1 orbital lies at 1.13 eV.
From this figure we can see how the LUMO orbital is broader

with respect to the HOMO and LUMO+1 orbitals. From
Fig. 3a at 0 V we can see a region from 0 to 0.8 eV showing
near zero transmission values. This behavior might be due to
the lack of states in the electrodes to couple with the
molecular orbitals from the S-FNPPB-o bridge.

From the density of states at 0 V in Fig. 3a we can
observe a marked peak at the LUMO+1 orbital. In the same
Fig. 3a, we compare the DOS and the transmission
spectrum at 0 V, for the S-FNPPB-o molecule replacing
the fluor atoms with hydrogen atoms named OPE-NO2

molecular junction, in order to assess the effect of the
fluorination on the electron transport. We observe only
minor differences in the transmission spectrum by compar-
ing both molecular junctions. With respect to the DOS, we
observe in the OPE-NO2 molecular junction the appearance
of a marked peak near the HOMO orbital, absent in the S-
FNPPB-o molecular junction.

The bias dependence of the transmission spectrum and
DOS at 2 V and at -2 V is shown in Figs. 3b and c. From
these figures we can see that the LUMO+1 orbital becomes
closer to the Fermi energy at 2 V than at -2 V. We can also
observe that the broad LUMO peak at 0 V center at −0.9 eV
does not appears at this energy at -2 V and 2 V, and at these
voltages there are strong peaks now centered at −1.33 eV
and −1.79 eV.

Fig. 5 I-V curves for the OPE-NO2 and S-FNPPB-o molecular
junctions

Fig. 4 Complete dependence of
the transmission spectrums as a
function of the applied voltage
range [−2 V, 2 V] for the S-
FNPPB-o molecular junction

618 J Mol Model (2012) 18:611–621



Figure 4a shows the complete bias dependence of the
transmission spectrum from 0 to 2 V voltages and Fig. 4b
shows the complete bias dependence of the transmission
spectrum from 0 to -2 V voltages. Both graphs display
similar patterns except for the behavior of the LUMO+1
band and different transmission states around −0.4 eV.

Since the current is the integral of the transmission
coefficient within the bias window around the Fermi
level, we observe in Fig. 5 very low values for the current
at low bias from 0 to ±0.8 V since the small transmission
values that enter the bias window are due to the tails of the

broad, LUMO orbital, higher current values at positive
bias than at negative bias. As we exceed ±0.8 V from
Fig. 6 in the corresponding bias window [−0.4 eV, 0.4ev]
we can observe higher transmission states from the broad
LUMO orbital that enter into the bias energy window
arising from −0.2 eV till −0.4 eV with transmission values
from 0.05 till 0.1 and we observe a steep slope on the
transmission from these states and the current increases
considerably being a little higher at positive bias than at
negative bias, since the transmission values are higher at
positive bias than at negative bias. When the voltage
approaches ±2 V the LUMO+1 orbital enters into the Bias
energy window and the current surges again, more at the
2 V positive bias.

It is interesting that we also calculated the I-V curve for
the OPE-NO2 molecular junction and compared with our
fluorinated molecular junction, the current changes slightly
over the whole range by less than 5% percent. This results
is in agreement with the calculations of Stokbro et al. [37]
that carried NEGF-DFT calculations to determine the I-V
curve for the same OPE-NO2 molecular junction attached to
Au(111) electrodes, in the absence of NO2 functionaliza-
tion, with an NO2 group, and with an NH2 group instead of
the NO2 group, and found almost no effect on the current
values under the [−2 V, 2 V] voltage range. They also
noticed that around ±1.8 V there was an abrupt increase in
the current.

Figure 7, shows the energy spectrum of the molecular
projected self-consistent Hamiltonian (MPSH) onto the S-
FNPPB-o molecular orbitals, the Fermi level of the gold
electrode is set to be zero. What is meant with MPSH, is
that the self-consistent Hamiltonian is projected onto the
atoms of the S-FNPPB-o molecule, and then diagonalized
to produce an energy spectrum. This information shows
how the molecular levels for the S-FNPPB-o molecule are
affected when placed between the two gold electrodes
under the influence of a voltage [30]. The alignment of the

Fig. 6 Transmission spectrums in the bias energy window from -1 eV
to 1 eV for voltages from 0 to ±1 V for the S-FNPPB-o molecular
junction. Dotted black lines indicate the range of current integration
(bias energy window) around the Fermi level

Fig. 7 HOMO and LUMO
energy levels as functions of the
applied bias for the OPE-NO2

and S-FNPPB-o molecular
junctions
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molecular orbitals in relation to the Fermi level is very
important, since states near the Fermi level are the main
contributors to electron transport [36].

From Fig. 7 we can observe that the HOMO for the S-
FNPPB-o molecular junction decreases under positive bias
and increases at negative bias, while the LUMO for the S-
FNPPB-o molecular junction, remains more or less at the
same level, leading to an asymmetrical HOMO-LUMO gap
(HLG). Compared with the OPE-NO2 molecular junction,
the effect of the fluorination is to increase the HOMO
orbital from −0.8 to −2 V. At other voltages the HOMO
levels for both junctions do not differ significantly. Also,
when comparing the LUMO orbitals for both junctions we
do not observe any significant difference.

Conclusions

We have presented theoretical calculation where an electric
field was applied to the S-FNPPB-o molecule without gold
electrodes, ‘static treatment’. From the visualization of the
spatial distribution of the frontier orbitals, we noticed that
only the LUMO orbital is delocalized at the molecular
backbone at most EF ranges, signaling and important
electron transport channel. We perceive qualitatively that
the electron transport would be larger at positive EFs than
at negative EFs, due to the small orbital density at the left
end side on the sulfur atom at some negative EFs values in
the LUMO orbital.

By carrying NEGF-DFTcalculations we calculated the I-V
curve for the S-FNPPB-o molecular junction and the bias
dependence of the transmission spectrum. The transmission
spectrum at 0 Volts has three peaks closer to the Fermi energy
of the electrodes. However, only one transmission peak
corresponding to the LUMO orbital is closer to the Fermi
energy. That means that there are three electron transport
channels, but only one of the channels, namely the LUMO,
makes its contribution to the current in the [−0.9 eV, 0.9 eV]
energy bias window. Only when the voltage approaches ±2 V
does the LUMO+1 orbital enter into the [−1 eV, 1 eV] bias
energy window and we observe an increase in the current, but
at the voltage range studied the HOMO orbital never enters
into the bias energy window.

From our calculations we observed that the I-V curve for
the OPE-NO2 molecular junction compared with our S-
FNPPB-o fluorinated molecular junction changes by less
than 5% percent, so the fluorination does not change the I-
V characteristics in the OPE-NO2 molecular junction in the
voltage range studied.

It is interesting to note that both first principle
calculations, the static EF treatment and the NEGF-DFT
formalism, coincide in that the electronic transport has to be
through the unoccupied frontier orbitals.
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Abstract This paper presents a theoretical approach to the
evaluation of polaron binding energy in polymers. Quan-
tum chemical calculations were performed on a model
polymer, poly[methyl(phenyl)silylene], employing the
B3LYP and CAM-B3LYP method. The polaron binding
energy consists of two terms: the molecular deformation
energy and electron-phonon term. Its value was found to be
about 0.23 eV at the CAM-B3LYP/6-31G* level of theory.

Keywords Polaron . Polaron binding energy . Polysilane .

Poly[methyl(phenyl)silylene] . Quantum chemical
calculations

Introduction

Polysilanes are potential materials for the fabrication of
molecular wires, which are essential elements in molecular
electronics [1, 2]. Precise knowledge concerning the charge
carrier transport in these materials is thus of great
importance. The polysilane chain, composed of single-

bonded silicon atoms, is σ-conjugated when it is derivat-
ized with the proper side groups and the all-trans
conformation has been achieved. This kind of conjugation
cannot be found in carbon-backbone polymers, because
carbon σ-orbitals do not extend far enough to achieve an
efficient overlapping.

A slowly moving charge carrier induces a deformation of
a soft macromolecule; the atoms in a charged molecule shift
to new positions in order to preserve their minimal potential
energy. The new conformation and charge redistribution
also result in a shift of the frequencies of vibration modes.
All of these variances move along with the charge carrier
(together they form the so-called polaron quasiparticle) and
create a potential well with the depth being referred to as
the polaron binding energy, Ep. This self-trapping process is
reflected in a decrease of the charge-carrier mobility; it is
thus an essential parameter of the charge-carrier transport
phenomenon in molecular materials.

The experimental estimation of the polaron binding
energy is not simple. We have developed a method for its
determination from the temperature and voltage dependen-
cies of charge-carrier mobility. The principle of the method
has been described before [3] and the polaron binding
energy was found to be Ep=0.29 eV. Through a linear
extrapolation of the temperature dependence of the activa-
tion energy of the charge-carrier mobility to zero temper-
ature, Bässler et al. reported a value of Ep=0.16 eV [4].
However, the dependence is not generally linear, and
therefore this Ep value is only a rough estimate. The
reasoning can also be based on the value of Ep=0.08 eV
presented by Pan et al. [5] for excitons. Regarding the fact
that in molecular crystals the defects of the same nature
form about three times deeper traps for charge carriers than
for singlet excitons [6], one can estimate the polaron
binding energy as Ep=0.24 eV.
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Detailed studies of the conformational and population
analysis in poly[methyl(phenyl)silylene] (PMPSi) have been
provided by Toman et al. [7, 8]. They have shown that the
introduction of an excess charge into the PMPSi chain
significantly alters the geometry of the backbone. They used
a hybrid B3LYP [9–11] method, which has recently been
improved in the form of the CAM-B3LYP method (the
Coulomb-attenuating method) [12]; the B3LYP method uses
a constant ratio of 0.19 for the Hartree-Fock (HF) and 0.81
for the Becke 1988 (B88) exchange functional for any
spacing between interacting systems. The CAM-B3LYP
method uses the same ratio for the short-range interactions,
but with increasing interaction distance it shifts the ratio in
favor of the HF term through a smooth standard error
function with a parameter of 0.33. At a long range, the
exchange potential is described by 0.65 HF plus 0.35 B88.

In this paper, we will present the utilization of quantum
chemical calculations for the determination of the energet-
ics of system relaxation in the presence of an excess charge
carrier in model silane polymers.

Theoretical approach

Figure 1 shows a schematic diagram of the potential energy
curves of a molecule with an excess positive charge
((M0h)

+, i.e., a molecule in the so-called hot state) and a
positive molecular polaron (M+, a molecule in the relaxed
state). The curve of the potential energy of (M0h)

+ has a
minimum at the q0 coordinate (q represents the atom’s
position in the molecule) with the corresponding vibration
frequency ω0, whereas the position of the potential
minimum of M+ has shifted to qp and the vibration
frequency has changed to ωp. The difference between the
potential energy minima, including the zero-point vibra-
tions, represents the polaron binding energy Ep for a single
vibration mode. According to our model, the polaron

binding energy consists of two terms; (1) the deformation
energy of the molecule (Edef) and (2) the electron-phonon
(vibration) energy (Ee-ph):

Ep ¼ Edef þ Ee�ph: ð1Þ

Both terms can be evaluated by quantum chemical calculations.
The deformation energy can be determined from the optimized
geometries and the electronic energies of the molecular ion and
polaron (see below) and represents the difference between bottom
tips of the potential curves in Fig. 1. The energy of the electron-
phonon coupling can be calculated according to the equation

Ee�ph ¼ 1

2

X3M�6

k¼1

�h wðkÞ
0 � wðkÞ

p

� �
; ð2Þ

where ħ is the reduced Planck constant, wðkÞ
0 and wðkÞ

p are the
angular frequencies of the kth vibration mode of the neutral and
positively charged molecule (PMPSi is the semiconductor of the
P-type), respectively. The summation is performed over all of
the vibration modes of the molecule (M is the number of atoms
in the molecule). This term represents a correction for the
deformation energy to the zero-point vibrations.

Note that in molecular crystals, which have been studied
extensively in the past [6, 13], the lattice is more rigid in
comparison with the polymer chain and the shift of the
equilibrium positions of the atoms is small. Therefore, the
main contribution to the polaron binding energy follows
from the vibronic term (Eq. 2).
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Fig. 1 A schematic energy diagram of the molecular ion (M0h)
+ and

molecular polaron (M+) (see details in the text for an explanation of
the symbols)

Scheme 1 The chemical structure of poly[methyl(phenyl)silylene]
(PMPSi)

Table 1 The geometry parameters of the optimized neutral MPSi-16-
mer obtained at different levels of theory. The following symbols are
used in the table: B is the average Si-Si bond length, A is the average
angle between the silicon atoms and D is the average dihedral angle
between the silicon atoms in the backbone. All of the averages
exclude the silicon atoms at the ends of the chain

Level of theory B (Å) A (°) D (°)

B3LYP/6-31G* 2.389 111.6 173.7

B3LYP/STO-3G* 2.277 112.5 176.2

CAM-B3LYP/6-31G* 2.369 111.3 177.4

CAM-B3LYP/STO-3G* 2.260 111.8 175.3
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Methods

The Gaussian 09 program package [14] was used for the
structure optimization and infrared spectra calculations,
employing the B3LYP and CAM-B3LYP methods. Both
methods were combined with the 6-31G*[15] and STO-3G*
[16] basis sets (see Ref. [7] for the detailed use of the B3LYP
method for polysilanes). The latter basis set is rather small,
but it allowed us to calculate the vibration spectra of the
oligomers longer than eight monomer units and thus to
confirm the dependence of the polaron binding energy on
chain length. The values obtained from the simulations with
this basis set were always taken into account with respect to
the results of the calculations with the 6-31G* basis set.

The geometries of the PMPSi (see Scheme 1) molecule and
its charged form were optimized for the all-trans conforma-
tion, which is assumed to be the ground state geometry [17];
no symmetry assumptions were taken into account. The ends
of the chain were capped with methyl groups. The calcu-
lations were performed for an isolated molecule in vacuum
with no influence of any solution or other surroundings. The

results obtained for the polaron binding energy thus comply
with the small polaron approximation [13], where the inter-
molecular interactions are neglected and only the intra-
molecular ones are taken into account.

First, the geometry of the neutral molecule (singlet state)
was optimized; this state is referred to as neutral in the rest of
the text. Using this geometry in the cation radical state, the
electronic energy of the hot state was calculated. The hot
state is a molecule which is already missing one electron but
has not yet relaxed to its ground state. Its electronic energy is
labeled as Ehot in the text. Afterward, the neutral optimized
geometry was taken as the initial geometry and the geometry
of cation radical was optimized (using the unrestricted
method; all of the optimized molecules yield a spin
contaminant equal or very close to the expected value of
0.75). This state is called relaxed hereinafter (the geometry
and energy of cation radical) and its electronic energy is
referred to as Erelaxed. The infrared spectra were subsequently
calculated using the optimized structures (neutral and
relaxed). The deformation energy was estimated using the
energies of the hot and relaxed states according to Eq. 3:

Edef ¼ Ehot � Erelaxed: ð3Þ

Results and discussion

Optimized geometry parameters

The parameters of the geometries of the MPSi-16-mer
optimized at all of the levels of theory are summarized in
Table 1. The optimized structures obtained with the 6-31G*
basis set exhibit significantly longer Si-Si bonds when
compared to the bond lengths with the STO-3G* basis
set. The results for the 6-31G* basis set are in good agree-
ment with the experimental measurements, amounting to
(2.37±0.02) Å (in poly(di-n-hexylsilylene) determined
from EXAFS experiments [18]); the angles and dihedral
angles are in better agreement. The differences between the
neutral and relaxed molecule are similar for both basis sets:
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Fig. 2 (a) The charge distribution on the side phenyls and methyl
groups of the neutral (full line) and relaxed (dashed line) state of
MPSi-16-mer (calculated at the B3LYP/6-31G* level; similar
qualitative results have been obtained at all of the other levels of
theory); (b) the difference between the charge distributions on the side
groups in the neutral and relaxed state (the difference of the curves in
(a); see the details in the text)

a bFig. 3 (a) The partial charges
on the Si atoms of the backbone
in the relaxed state; (b) the
amount of excess charge local-
ized on the Si atoms, when the
molecule transforms from the
neutral to relaxed state. The
results obtained at the B3LYP/6-
31G* (■), B3LYP/STO-3G*
(▲), CAM-B3LYP/6-31G* (□)
and CAM-B3LYP/STO-3G* (Δ)
levels on optimized MPSi-
16-mers
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Si-bonds in the relaxed structure are longer by about 1-2%,
the Si angles are smaller by about 5%, and Si-dihedral
angles remain about the same (detailed studies using the
6-31G* basis set and on the conformational changes have
been published elsewhere [7, 19]).

Charge distribution

The silicon backbone is positively charged even in the
neutral state while the side phenyls have a partial negative
charge. The addition of an excess positive charge results in
a charge redistribution during the relaxation process, which
has only a minor effect on the Mulliken charges on the Si
atoms. Most of the excess charge is localized on the side
groups, which arises from the Columbic repulsion. The
plots in Fig. 2a represent the charge distribution along the
silicon backbone, and the methyl and phenyl side groups.
They were obtained by the following procedure: The Si
backbone was approximated by an axis connecting the first
and the last silicon atom in the chain, after which the
perpendicular distances of the atoms in the side groups
from this virtual axis were determined and the charges were

summed (e.g., if the p-hydrogens on two different phenyls
have the same distance of 6 Å from the Si-axis and one of
them has a charge of 0.2e and the other one 0.3e, then the
charge in the graph is plotted as 0.5e). When interpreting
the curves in Fig. 2a, one must take into account that the
values represent the charges obtained by the integration in
an angle of 360° around the Si-axis at a certain distance; the
different types of atoms, directions from the Si-axis and
side groups have not been distinguished between (e.g. if
hydrogen on methyl and carbon on phenyl have the same
distance from the Si-axis, their charges are summed). Note
that the diagram of the molecule in Fig. 2 is only schematic
and does not comply with the all-trans conformation of the
modeled PMPSi molecule.

As follows from Fig. 2b, most of the excess charge is
localized on the side groups. Figure 3a shows the partial
charges on the Si atoms in the relaxed state for both basis
sets. One can see that the use of the STO-3G* basis set
leads to a greater concentration of the charge in the central
region of the chain as compared with the results obtained
with 6-31G*. Figure 3b shows the difference of the charge
distributions over the silicon atoms in the backbone
between the neutral and relaxed states. The results using
the 6-31G* basis set significantly differ from those
obtained with the STO-3G* basis set, because the latter
concentrates most of the additional charge to the central
region of the backbone. Because of Columbic repulsion,
one would expect that the excess charge would be localized
mostly at the ends of the chain as follows from the results
obtained using the 6-31G* basis set.

Spin distribution

The level of the delocalization of the excess charge was
studied by means of the spin distribution over the silicon
backbone. When compared to the charge distribution, both
basis sets provided similar qualitative and quantitative
results. Figure 4a shows the distribution of the spin
densities on the side phenyl and methyl groups for the hot
and relaxed molecule of MPSi-16-mer (the details of the
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Fig. 4 (a) The spin density distribution on the side phenyls and
methyl groups in the hot (full line) and relaxed (dashed line) states of
MPSi-16-mer (calculated at the B3LYP/6-31G* level; similar results
have been obtained at the other levels of theory as well); (b) the
difference between the spin-density distributions on the side groups in
the hot and relaxed states (the difference of the curves in (a))

a bFig. 5 (a) The spin distribution
on the Si atoms of MPSi-16-mer
in the relaxed state; (b) the
dependence of the total spin
density on the Si atoms on the
chain length in the relaxed state.
The results have been obtained
at the B3LYP/6-31G* (■),
B3LYP/STO-3G* (▲), CAM-
B3LYP/6-31G* (□) and CAM-
B3LYP/STO-3G* (Δ) levels
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creation of these plots are described above). Figure 4b
shows the difference between the spin distribution of the
hot and the relaxed states of MPSi-16-mer. In contrast to
the charge distribution, most of the excess spin density is
localized on the silicon atoms (the area marked with the
ellipsis). Figure 5a depicts the distribution of the spin
density over the silicon backbone (a detailed study of this
distribution can be found elsewhere [7]). It is clear that the
highest spin density is in the middle of the chain, as
opposed to the charge distribution (compare with Fig. 3a).
Also note that the B3LYP method produces a much broader
distribution of the spin density, which is probably caused
by the failure of the exchange potential term for long
distances. A similar contrast can be found when the B3LYP
method is compared to the BH&LYP (with 50% of the HF
exchange contribution) spin distribution [20], where it can
be seen that a greater HF contribution is necessary for
proper long-range interactions. Figure 5b shows the
dependences of the total spin densities on the chain length.

The amount of the spin density on the silicon atoms
increases with the length of the polymer chain which
suggests an increasing conjugation on the polymer back-
bone.

Infrared spectra

The calculated infrared spectra are in good agreement with
the experimental data (see Table 2; the theoretical frequen-
cies and intensities shown in Fig. 6 were convoluted with a
Gaussian shape with a FWHM of 7cm-1). The scaling

Table 2 Selected vibration frequencies of the experimental (the ATR
method) and the theoretical (MPSi-8-mer; the B3LYP method using
the 6-31G* and STO-3G* basis sets) infrared spectra. For both basis
sets, the raw calculated values are shown, from which the average
scaling factor (SF) was determined and was subsequently used for the
calculation of the “scaled” values

Exp. Theory Type of vibration

ν (cm-1) 6-31G* STO-3G*

ν (cm-1)

raw scaled raw scaled

618 642 615 727 634 Si-CH3 valence

668 689 660 749 654 –

696 714 684 774 675 Out-of-plane ring deformation

727 810 776 897 783 C-H deformation on methyl

783 826 791 919 802 C-H deformation on methyl

– 856 820 949 828 C-H deformation on methyl

998 1014 971 1104 963 Planar C-H deformation on phenyl

1025 1119 1072 1158 1010 Planar C-H deformation on phenyl

1098 1125 1078 1230 1073 Si-phenyl valence

1247 – – 1425 1243 –

1300 1325 1269 1505 1313 Symmetric def. of C-H on methyl

1334 1373 1315 1548 1351 Planar C-H deformation on phenyl

1427 1473 1411 1620 1414 Planar C-H deformation on phenyl

1484 1535 1471 1708 1490 Planar C-H deformation on phenyl

2896 3043 2915 3291 2872 Symmetric valence def. C-H on
methyl

2957 3116 2985 3456 3016 Non-symmetric of C-H on methyl

3050 3189 3055 3462 3021 Valence of C-H on phenyl

3068 3205 3071 3273 3030 Valence of C-H on phenyl

SF 0.958a – 0.873 –

a The general value suggested for the B3LYP/6-31G* level of theory is
0.961 [21]
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Fig. 6 (a) The theoretical spectrum of MPSi-8-mer acquired by the
B3LYP/6-31G* method, a scaling factor of 0.958; (b) the theoretical
spectrum of MPSi-8-mer acquired by the B3LYP/STO-3G* method, a
scaling factor of 0.873); (c) the experimental IR spectrum of PMPSi
(ATR, a range of 3300–450 cm-1)

Table 3 The calculated values of the deformation energy, Edef, for
oligomers of different lengths. The following numbers have been
used in the table: (1) is the B3LYP/6-31G*, (2) is the B3LYP/STO-3G*,
(3) is the CAM-B3LYP/6-31G* and (4) is the CAM-B3LYP/STO-
3G*

Length (1) (2) (3) (4)

2 0.377 0.710 0.596 0.511

3 0.290 0.511 0.416 0.374

4 0.258 0.242 0.388 0.375

6 0.244 0.221 0.357 0.355

8 0.215 0.212 0.328 0.312

12 0.183 0.174 0.286 0.270

16 0.137 0.143 0.261 0.221

20 0.106 0.123 0.249 0.220
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factors were obtained from the matching of the theoretical
and experimental frequencies. Note that the band intensities
do not play any role for the calculation of the polaron
binding energy (see Eq. 2). For the purposes of the
evaluation of the electron-phonon term (see Eq. 2), both
spectra (for the neutral and relaxed states) were scaled with
the same scaling factor which was determined from the data
in Table 2.

Polaron binding energy

Tables 3 and 4 contain the calculated values of both terms
in Eq. 1. It is clear that the contribution of the deformation
energy (Edef) to the polaron binding energy (Ep) is about
ten-fold greater than the contribution of the electron-
phonon term (Ee-ph). This contradicts the results presented
for molecular crystals [6]. The difference arises from the
fact that polymer chains are usually softer and are more
deformed than a crystal lattice under the influence of the
excess charge. The absolute values of the deformation
energy are in good agreement for both basis sets for chains
longer than three monomer units. On the other hand, the
electron-phonon term calculated with the STO-3G* basis

set is about three times greater than the one obtained using the
6-31G* basis set, which even yields negative values for 6-
and 8-mer. Since the Ee-ph term is given by the wðkÞ

0 � wðkÞ
p

difference, the negative outcome would suggest an increase
in the wðkÞ

p value, which could be interpreted as bond
strengthening. In fact, some of the bonds in the polymer
backbone are shortened upon electron removal. Since the
infrared spectrum with the 6-31G* basis set could be
calculated for only a few different lengths, we cannot
determine if this effect is a fluctuation, an error in the
calculations or consistent behavior. In general, both terms
tend to decrease with increasing chain length.

The dependence of the deformation and polaron binding
energy on the chain length is shown in Fig. 7. The values
for both of the basis sets utilized exhibit a steadily
decreasing dependency for chain lengths greater than three
monomer units. The results of the B3LYP method are
significantly lower than the CAM-B3LYP values. The
reason for this is the fact that the former method over-
estimates the distribution of the polaron on the chain [20].
The first two points for both basis sets are obviously out of
range because of the extreme deformations that take place
on such short chains. From the qualitative point of view,
both basis sets provide similar results.

As follows from Fig. 7, the value of the polaron binding
energy is strongly dependent on chain length, i.e., the
delocalization length, which has been studied by spectro-
scopic methods in poly(methyl-n-propylsilane) [22]; the
value of 16 monomer units was found to be the most
probable extent of the delocalization. However, this number
is only a rough estimate and the actual value can vary
within a range of several monomer units (e.g., molecular
dynamics simulations for PMPSi have resulted in an
approximate length of 20 monomer units [2]). Since the
values of the electron-phonon term for such long chains
could not be calculated for the 6-31G* basis set, we have
taken the value of Ee-ph for the 8-mer as an approximate
estimation. The results for the STO-3G* basis set (see
Table 4) suggest that this term does not change significantly

Table 4 The calculated values of the electron-phonon term, Ee-ph, for
oligomers of different lengths. The following numbers have been used
in the table: (1) is the B3LYP/6-31G*, (2) is the B3LYP/STO-3G*, (3)
is the CAM-B3LYP/6-31G* and (4) is the CAM-B3LYP/STO-3G*.
The values marked as n/a have not been calculated owing to their
excessive computer requirements

Length (1) (2) (3) (4)

2 0.000 0.062 0.001 0.060

3 0.018 0.064 0.002 0.060

4 0.014 0.062 -0.012 0.052

6 -0.010 0.044 -0.022 0.045

8 -0.011 0.037 -0.028 0.036

12 n/a 0.039 n/a 0.042

16 n/a 0.042 n/a n/a

a bFig. 7 (a) The dependence of the
deformation energy (Edef) on the
chain length (the number of Si
atoms in the backbone, N); (b)
the dependence of the polaron
binding energy (Ep) on the chain
length (the dotted lines are an
estimate, where the unknown
electron-phonon term was sub-
stituted by the value for 8-mer).
The results have been obtained at
the B3LYP/6-31G* (■), B3LYP/
STO-3G* (▲), CAM-B3LYP/6-
31G* (□) and CAM-B3LYP/
STO-3G* (Δ) levels
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in the range of lengths eight through 16 monomer units. In
accord with this fact, the values of the polaron binding
energy obtained was 0.13 eV and 0.23 eV at the B3LYP/6-
31G* and CAM-B3LYP/6-31G* levels of theory, respec-
tively. The difference between the values can be explained
by the fact that the CAM-B3LYP method provides a better
model for long-range interactions, which plays a significant
role in polaron calculations, since it extends over several
monomer units. We therefore conclude that the result of this
method is more reliable.

Conclusions

Hybrid DFT (B3LYP and CAM-B3LYP methods) calcula-
tions were used to estimate the polaron binding energy in the
poly[methyl(phenyl)silylene] polymer. The potential well
causes the charge carrier’s self-trapping and the decrease of
the charge-carrier mobility. There is a decreasing dependence
of the polaron binding energy on the polymer chain length.
The analysis shows that for the most probable delocalization
length of 16 monomer units, which was obtained experimen-
tally, the polaron binding energy is about 0.23 eV (calculated
at the CAM-B3LYP/6-31G* level of theory). This result falls
in the middle of the range of values obtained by experiments.

Acknowledgments The access to the MetaCentrum supercomputing
facilities provided under Research Plan MSM6383917201 is greatly
appreciated. The work was supported by Grant No. SVV-2010-261
305 and by the Grant Agency of the Academy of Sciences of the
Czech Republic (Grant No. KAN400720701).

References

1. Miller RD, Michl J (1989) Polysilane high polymers. Chem Rev
89:1359–1410

2. Němec H, Kratochvílová I, Šebera J, Kochalska A, Nožár J,
Nešpůrek S (2010) Charge carrier mobility in poly[methyl(phenyl)
silylene] studied by time-resolved terahertz spectroscopy and density
functional theory. Phys Chem Chem Phys 7:2850-2856

3. Nešpůrek S, Valerian H, Eckhardt A, Herden V, Schnabel W
(2001) Charge carrier transport in poly[methyl(phenyl)silylene]:
the effect of additives. Polym Adv Technol 12:306–318

4. Perry RJ, Bässler H, Borsenberger PM (1994) Charge transport
in poly(methylphenylsilane): the case for superimposed disor-
der and polaron effects. J Polym Sci B Polym Phys 32:1677–
1685

5. Pan L, Zhang M, Nakayama Y (1999) Effect of residual solvent
on carrier transport in polysilane. J Chem Phys 110:10509–10514

6. Capek V, Silinsh EA (1994) Organic Molecular Crystals:
Interaction, Localization, and Transport Phenomena. AIP Press,
NY

7. Jang JW, Lee CE, Toman P, Nešpůrek S (2002) Conformation
changes of polysilanes during the polaron formation. Curr Appl
Phys 2:327–330

8. Sworakowski J, Nespurek S, Toman P (2003) Charge carrier
transport on molecular wire controlled by dipolar species: towards
light-driven molecular switch. Thin Solid Films 438:268–278

9. Becke AD (1992) Density-functional thermochemistry. I. the
effect of the exchange-only gradient correction. J Chem Phys
96:2155–2161

10. Becke AD (1992) Density-functional thermochemistry. II. the
effect of the perdew-wang generalized-gradient correlation cor-
rection. J Chem Phys 97:9173–9178

11. Becke AD (1993) Density-functional thermochemistry. III. The
role of exact exchange. J Chem Phys 98:5648–5653

12. Handy NC, Yanai T, Tew DP (2004) A new hybrid exchange-
correlation functional using the coulomb-attenuating method
(cam-b3lyp). Chem Phys Lett 393:51–57

13. Silinsh EA (1980) Organic Molecular Crystals: Their Electronic
States. Springer, Berlin

14. Frisch MJ et al (2009) Gaussian 09. Gaussian Inc, Pittsburgh, PA
15. Pople JA, Redfern PC, Rassolov VA, Ratner MA, Curtiss LA

(2001) 6-31 g* basis set for third-row atoms. J Comput Chem
22:976–984

16. Hehre WJ, Stewart RF, Pople JA (1969) Self-consistent
molecular-orbital methods. I. use of gaussian expansions of
slater-type atomic orbitals. J Chem Phys 51:2657–2664

17. Takeda K, Teramae H (1989) Ab initio studies on silicon
compounds. Part II. The gauche structure of the parent polysilane.
J Am Chem Soc 111:1281–1285

18. McCrary VR, Sette F, Chen CT, Lovinger AJ, Robin MB, Stöhr J,
Zeigler JM (1988) Polarization effects in the valence and inner-
shell spectra of poly(di-n-hexylsilane). J Chem Phys 88:5925–
5933

19. Toman P (2000) Quasiparticles in σ-conjugated polymers. Synth
Met 109:259–261

20. Zhang IY, Wu J, Xu X (2010) Extending the reliability and
applicability of b3lyp. Chem Commun 46:3057–3070

21. Merrick JP, Moran D, Radom L (2007) An evaluation of harmonic
vibrational frequency scale factors. J Phys Chem A 111:11683–
11700

22. Irie M, Irie S (1997) Absorption spectra of radical ions of low
molecular weight poly(methyl-n-propylsilane)s chain length de-
pendence. Macromolecules 30:7906–7909

J Mol Model (2012) 18:623–629 629



ORIGINAL PAPER

Binding of BIS like and other ligands with the GSK-3β
kinase: a combined docking and MM-PBSA study

Nihar R. Jena

Received: 4 January 2011 /Accepted: 22 March 2011 /Published online: 11 May 2011
# Springer-Verlag 2011

Abstract Binding of several bisindolylmaleimide (BIS)
like (BIS-3, BIS-8 and UCN1) and other ligands (H89,
SB203580 and Y27632) with the glycogen synthase kinase-
3 (GSK-3β) has been studied using combined docking,
molecular dynamics and Poisson-Boltzmann surface area
analysis approaches. The study generated novel binding
modes of these ligands that can rationalize why some
ligands inhibit GSK-3β while others do not. The relative
binding free energies associated with these binding modes are
in agreement with the corresponding measured specificities.
This study further provides useful insight regarding possible
existence of multiple conformations of some ligands like H89
and BIS-8. It is also found that binding modes of BIS-3, BIS-
8 and UCN1 with GSK-3β and PDK1 kinases are similar.
These new insights are expected to be useful for future rational
design of novel, more potent GSK-3β-specific inhibitors as
promising therapeutics.

Keywords BIS like inhibitors . Docking . Glycogen
synthase kinase-3β (GSK-3β) . MM-PBSA . Protein-drug
binding

Introduction

Glycogen synthase kinase-3 (GSK-3) is a serine-threonine
kinase [1, 2] that plays various important physiological

roles such as signal transduction, cell proliferation, survival
and differentiation, apoptosis, transcription, insulin action
etc. [3–9] in several organisms. However, presumably, over
expression of the GSK-3 kinase activity is lethal [10],
which has been implicated in different pathological con-
ditions like cancer, neurological disorders, diabetes, and
bipolar disorders etc. [11–13]. Association of GSK-3 with
various diseases has made it an attractive potential
therapeutic target in recent days [1, 14, 15], which have
paramount importance in medicinal chemistry [15, 16].

Recently binding affinities of several ligands, e.g., H89,
SB203580, Y27632, BIS-3, BIS-8 and UCN1 (Scheme 1)
complexed with GSK-3β have been studied by Davies et
al. [17]. These ligands are mainly adenosine triphosphate
(ATP) competitors [1, 15, 16, 18–20]. It has been found that
among these ligands, BIS-8 is associated with highest
binding affinity [20]. However, the reason of this specificity
has not yet been understood clearly. Furthermore, it is
believed that H89, SB203580, Y27632 and UCN1 are
specific inhibitors of PKA [21, 22], p38 [23–26], ROCK
[27–43] and PDK1 [30] kinases respectively and are helpful
for treatment of cancer, Alzheimer and other diseases.
Given the fact that all kinases have similar sequence
identities at the binding site, it is not understood why
above ligands do not inhibit GSK-3β strongly.

Although Page and Bate [31] have tried to simulate
binding affinities of above ligands complexed with GSK-
3β by using molecular dynamics (MD) and Poisson-
Boltzmann surface area analysis (MM-PBSA) studies [32–
35], they have failed to reproduce experimentally measured
specificities of these ligands [20]. This discrepancy between
the experimental and theoretical studies might have arisen
due to the starting structure used for the study that was
generated by superposing a ligand on another ligand whose
complex structure with GSK-3β is experimentally known.
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This method of creating initial structure is very crude and
may not yield proper results always. For example, in case
of structurally divergent ligands, the superposition method
may lead to confusing results. Furthermore, it is found that
several inhibitors bind to the kinase in multiple conforma-
tions [36, 37], which cannot be obtained by the superposition
method. However, it is now increasingly believed that, where
experimental kinase-inhibitor structures are not known,
combined docking, MD and MM-PBSA studies can produce
inhibition activities with greater and accurate precision [38–
40].

Owing to the above facts, binding of H89, SB203580,
Y27632, BIS-3, BIS-8 and UCN1 ligands with the GSK-
3β kinase has been studied here by using combined
docking, MD and MM-PBSA approaches. Two major
goals of the present study are (1) to characterize whether
combination of both docking, MD and MM-PBSA
methods can reproduce experimentally measured specific-
ities of above ligands for GSK-3β and (2) to suggest
accurate binding modes of these ligands with GSK-3β for
which experimental three dimensional structures are not
available. The study is also expected to answer why some
ligands can inhibit other kinases but not GSK-3β and to
identify important residues that may control GSK-3β
specificity.

Computational methodology

Input preparation and docking

It has been established that the ability of a good docking
program is to reproduce the experimental binding mode of
a complex structure with low (usually <2.0 Å) root mean
square deviation (RMSD) [41, 42]. In order to validate the

docking protocol used in the present study, STU was
docked first into the binding site of GSK-3β to ensure that
the experimentally observed binding mode of GSK-3β-
STU complex [17] is reproduced. To do so, atomic
coordinates of GSK-3β and STU were obtained from the
X-ray crystal structure of the GSK-3β complex (resolution
2.20 Å) deposited in the Protein Data Bank (PDB) (PDB
code 1q3d) [17]. Hydrogen atoms to the kinase and ligand
were added by using the all-atom Amber (version 9) [43]
and Discovery studio (DS Viewer Pro 6.0) molecular
modeling program respectively. All water molecules that
were present in the X-ray crystal structure of the above
complex were allowed to spin in the docking calculation
by turning on the toggle option of the GOLD (version
5.0) Program [41, 42, 44–47]. The binding site of the
GSK-3β kinase was defined to include all kinase residues
located within a sphere of radius 10 Å from the center of
the ligand. This selection of the binding site was aimed to
provide adequate space for proper conformational sam-
pling of the ligand. The number of operations was set to
2×106 with a total of GA 100 runs. All other docking
parameters were set to the default values of the GOLD
program. It should be mentioned that, although during
docking calculation, the receptor (GSK-3β) was held
rigid; the dihedrals of the protein residues containing OH
and NH3

+ groups were optimized [41, 42]. However, the
ligand was treated flexible and allowed to move in all
possible dimensions. Further, during docking, all torsion
angles of the ligand and ring geometries were optimized
[41, 42]. This helped STU to take neutral, non-biased
conformation within the kinase binding site.

Use of above docking protocol was found to reproduce
the experimental binding mode of GSK-3β-STU complex
with RMSD of ∼0.4 Å with respect to the experimental
structure [17]. This protocol was then generalized to dock
other ligands studied here into the binding pocket of GSK-
3β. It should be mentioned that atomic coordinates of H89,
SB203580, Y27632, BIS-3, BIS-8 and UCN1 were taken
from the complex crystal structures of PKA-H89 (code
1ydt), p38-SB203580 (code 1a9u), PKA-Y27632 (code
1q8t), PDK1-BIS-3 (code 1uu9), PDK1-BIS-8 (code 1uvr)
and PDK1-UCN1 (code 1okz) respectively. By repeating
above procedure used for docking of STU, above ligands
were docked into the binding site of GSK-3β.

Molecular dynamics (MD) simulation

In order to obtain more accurate binding modes and
energies, several docked conformations of above ligands
were considered for subsequent MD and MM-PBSA
studies. The selected conformations were met the following
conditions: (1) they had higher ranks in general (2) the
adenine mimetic ring of H89, SB203580 and Y27632 was

Scheme 1 Structures of different ligands considered in the present
study
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oriented in a similar manner to that of AMP-PNP, as
observed in its complex structure with GSK-3β [17], (3)
the 5-membered head group of BIS-8, BIS3 and UCN1 was
oriented toward the hinge loop of GSK-3β as observed in
the GSK-3β-STU complex structure [17].

Each protein-ligand complex was solvated in a
rectangular box of TIP3P water molecules [48] with a
minimum solute wall distance of 10 Å after neutralizing
the system by adding counterions. The electrostatic was
treated by applying periodic boundary condition with the
particle-mesh Ewald method [49]. The sander module of
Amber 9 [47] was used for the simulation, where a
residue-based cut off of 10 Å, a time step of 2 fs and a
constraint of bond lengths involving hydrogen atoms
using the SHAKE algorithm [50] were employed. The
nonbonded pair list was updated in every 50 fs. The bcc
[51] partial atomic charges and generalized amber force
field parameters (GAFF) [52, 53] were used for the
ligands by using the antechamber module of Amber 9
[47] program. The ff03 [54] force field parameters were
assigned to the kinase under investigation.

The solvated complexes were minimized with 1000 steps
of steepest descent minimization followed by 1000 steps of
conjugate gradient minimization. Minimization of the
complex was carried out by restraining the protein
backbone (CA, C, O, H) with force constants of 100 and
20 kcal mol−1 Å−2 in two steps. In the subsequent step, the
complex was heated slowly from low temperature to high
temperature i.e. 300 K, keeping the force constant of
20 kcal mol−1 Å−2 intact on the protein backbone at a
constant volume (NVT) for 20 ps. The whole system was
then equilibrated at 300 K for 1 ns keeping the force
constant of 20 kcal mol−1 Å−2 intact on the protein
backbone. However, the kinase side chains were kept
flexible and allowed to take neutral representations during
dynamics. The main aim of the restraint MD was to keep
the protein structure as close as to the experimental
structure. This type of restraint MD has been suggested to
yield encouraging results [55, 56]. The 1 ns simulation
resulted stable trajectories as was evident from the RMSD
calculation of the protein structure (< 1 Å) with respect to
the minimized structure in all cases studied here.

Relative binding free energy calculation by MM-PBSA
approach

The binding free energies were calculated by using the
MM-PBSA free energy approach [32–35]. For this purpose,
last 20 snapshots were taken at 5-ps intervals from the final
trajectory, and interaction energies were calculated using
the scripts provided with the Amber suite [47]. The binding
free energy of the kinase-ligand binding (ΔGbind) was
determined by taking the difference between the free

energies of the kinase-ligand complex (Gcomp) and the
unbound kinase (Gkinase) and ligand (Gligand) as follows:

$Gbind ¼ Gcomp � Gkinase � Gligand: ð1Þ
The binding free energy (ΔGbind) contains contributions

from sum of the changes in the molecular mechanical
(MM) gas-phase binding energy (ΔEMM), entropic contri-
butions (-TΔS) and solvation free energy (ΔGsol):

$Gbind ¼ $EMM � T$Sþ $Gsol; ð2Þ

where

$EMM ¼ $Einter þ $Eelc þ $Evdw; ð3Þ

and

$Gsol ¼ $Gpolar þ $Gnonpolar: ð4Þ

The ΔEMM that contains sum of the contributions from
internal (ΔEinter), electrostatic (ΔEele) and van der Waals
energies (ΔEvdw) was calculated by using the Amber 9
program [24]. The polar contribution (ΔGpolar) to the
solvation free energy was calculated by using the Poisson-
Boltzmann (PB) equation, where dielectric constants of 1
and 80 were used for the inner and outer sides of the solute
cavity. The non-polar contribution (ΔGnonpolar) to the
solvation free energy was calculated from the solvent-
accessible surface area (SASA), i.e.,

$Gpolar ¼ $GPB and $Gnon�polar ¼ +SASA þ ": ð5Þ

The SASA was determined by using the Molsurf
program [57], where the surface tension proportionality
constant (+) and the free energy of non-polar solvation for a
point solute (β) were taken to be 0.00542 kcal mol−1 Å−2

and 0.92 kcal mol−1 respectively. All other parameters were
considered to be default parameters as defined in Amber 9
[47]. As I was mainly concerned about binding of similar
ligands to one particular receptor (GSK-3β), entropic
contributions to the free energy (TS) were not evaluated.
Due to this reason, the binding free energy will be termed
as the relative binding free energy (ΔGbind

r) and was
estimated as follows:

$Gr
bind ¼ $EMM þ $Gsol: ð6Þ
It is reasonable to omit entropy from binding free

energy calculations as it does not contribute much to the
relative binding free energies of the similar ligands that
bind to the same receptor [58–60]. Furthermore, there is
no straightforward way to quantitatively [60–62] estimate
the entropic contributions to binding, which are again not
free from limitations in the approximations used for its
computation [58, 61]. It has been further established that
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without considering entropic contributions to the free
energy, significantly good correlation between the calcu-
lated and measured binding affinities can be obtained [63,
64].

Results and discussion

Structure and relative binding free energy of GSK-3β-H89
complex

By applying (1) and (2) criteria as discussed above, three
docked conformations of H89 (Scheme 1a) (ranks-1,6,9)
were considered for subsequent MD and MMPBSA studies.
These conformations of H89 are shown in Fig. S1
(Supporting information). Superposition of these conforma-
tions on each other shows that H89 can adopt different
orientations with respect to the hinge loop. In rank-1, the
adenine mimetic group (isoquinoline) of H89 is orientated
toward the glycine-rich (G-) loop of GSK-3β while it is
pointed toward the hinge loop in ranks-6 and 9. Although
in rank-6, the isoquinoline group of H89 is orientated
toward the hinge loop (H-loop) of the GSK-3β, it has
appreciably moved away from it (Fig. S1).

The relative binding free energies of all kinase-ligand
complexes obtained by the subsequent MD and MM-PBSA
studies are presented in Table 1. For the sake of
comparison, the corresponding free energy values obtained
by Page and Bates [31] and the docking scores are also
given in Table 1. It is quite evident from Table 1 that
conformation of H89 corresponding to rank-1 is associated

with relatively more binding free energy than that of ranks-
6 and 9. It should be mentioned that this conformation of
H89 (rank-1) has not been observed experimentally for any
kinase-H89 complex and hence interesting to find its existence
experimentally. In this conformation, the sulfonamide group
of H89 makes two direct hydrogen bonds with the Ser66 and
Asp200 residues of the G- and activation (A-) loops
respectively (Fig. 1). The long chain ethylamino group of
H89 also makes an additional hydrogen bond with the
Asp200 residue (Fig. 1). The percentage occupations of these
hydrogen bonds are more than 80% for the last 100 ps
equilibration. Moreover, it is also found that the Br atom of
the H89 can occasionally make a hydrogen bond with the
Val135 hinge residue. Besides these hydrogen bonding
interactions, the isoquinoline group of H89 makes one
stacking interaction with the Phe67 residue of the G-loop
and few van der Waals interactions with other residues of the
same loop.

Interestingly, the isoquinoline group of H89 faces
toward the H-loop of the GSK-3β in ranks-6 and 9. This
orientation of H89 has been observed in X-ray crystal
structure of the PKA-H89 complex [21]. Further, it is
found that the relative orientations of isoquinoline and
sulfonamide groups of H89 in ranks-6 and 9 are similar;
the only difference arises mainly due to dissimilar
orientations of the two NH groups of the long chain of
H89. In rank-6, these two NH groups are pointing toward
the Asp200 residue similar to that found in rank-1 (Fig. 1).
However, in rank-9, only one NH group is pointing toward
the Asp200 residue. As a result, H89 in rank-6 can make
two hydrogen bonds with the Asp200 residue, while in

Ligands Rank Docking score ΔEMM ΔGsol ΔGbind
r ΔGr

bind
a

H89 1 68.14 −69.94 45.33 −24.62 −36.61
6 63.78 −60.66 38.91 −21.75
9 63.50 −59.55 42.00 −17.56

SB203580 1 69.06 −38.86 18.72 −20.14 −26.21
37 63.99 −37.14 22.43 −14.71
82 59.69 −45.62 21.74 −23.88

Y27632 1 54.34 −36.71 26.75 −9.96 −21.51
11 51.87 −46.48 26.46 −20.02

BIS-3 1 69.38 −61.49 36.27 −25.22 −39.04
4 68.82 −72.32 37.02 −35.31
10 66.19 −65.68 39.56 −26.13

BIS-8 1 77.02 −63.89 30.37 −32.12 −29.38
3 76.21 −69.69 34.08 −35.62
4 75.55 −73.64 42.02 −33.52
5 75.17 −74.88 32.95 −41.93
9 74.66 −72.59 32.88 −39.72
51 68.97 −67.45 31.32 −36.13

UCN1 1 34.94 −70.12 34.14 −35.98 −26.98

Table 1 Relative binding free
energies (ΔGbind

r) (kcal mol−1)
involved in the binding of
GSK-3β with the H89,
SB203580, Y27632, BIS-3,
BIS-8, and UCN1 ligands
obtained at room temperature
(298.13 K) and one atmospheric
pressure (1 atm) when the
protein backbone (CA, C, O, H)
is restrained with
k=20 kcal mol−1 Å−2

a From [31]
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rank-9, it can make only one hydrogen bond with the same
residue. It is worth mentioning that the isoquinoline group
of H89 in rank-6 that was shifted away from the hinge
loop of GSK-3β after docking computation moves toward
the hinge loop during MD study, as a result, the N-H
(Val135; GSK-3β)–N (isoquinoline; H89) distance is
same in both ranks-6 and 9. Nevertheless, the isoquinoline
group of H89 in these conformations failed to hydrogen
bond with the GSK-3β kinase unlike in PKA-H89 [21]
and GSK-3β-AMP-PNP [17] complexes. Moreover, the
bromophenyl group of H89, which is supposed to mimic
the triphosphate group of ATP, also fails to luck the

catalytic loop (C-loop) of GSK-3β. However, in this
conformation, the bromophenyl group turns toward the
G-loop and makes few van der Waals interactions with the
G-loop residues. In this conformation, H89 failed to make
any stacking interaction with the Phe67 residue of the
G-loop as obtained in rank-1.

It should be mentioned that though H89 in rank-6 binds
with GSK-3β in a similar fashion as it binds with PKA
(pdb 1ydt) [21], due to lack of two key hydrogen bonding
interactions equivalent to H89-Val123 and H89-Glu170
(Fig. 2) of PKA, H89 cannot inhibit GSK-3β as strongly as
PKA. Besides these key hydrogen bonding interactions,

Fig. 1 MD-simulated structure
of the most stable GSK-3β-H89
(rank-1) complex. The GSK-3β
is shown in the cartoon repre-
sentation and hydrogen bonding
interactions between the kinase
and ligand are shown in dotted
lines. The H-loop, G-loop,
C-loop and A-loop correspond
to hinge, glycine-rich, catalytic
and activation loops of the
kinase respectively

Fig. 2 a Superposition of
GSK-3β-H89 (rank-6) (in
yellow) and PKA-H89 (pdb
1ydt) (in cyan) complexes. For
comparison, binding modes of
H89 (in red and yellow) in the
active sites of b PKA and c
GSK-3β are also shown. Direct
hydrogen bonding interactions
between the kinase and ligand
are shown in dotted lines
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H89 in GSK-3β also cannot interact with C- and G-loop
residues (Fig. 2b,c). However, as conformation of H89 in
rank-1 is associated with higher relative binding free energy
and in rank-6 its binding mode with GSK-3β is similar to
that of PKA; multiple conformations of H89 in the GSK-3β
active site might be possible.

Structure and relative binding free energy
of GSK-3β-SB203580 complex

Three docked conformations of SB203580 (Scheme 1b)
(ranks-1,37,82) considered for subsequent MD and MM-
PBSA studies by applying (1) and (2) criteria as discussed
earlier are displayed in Fig. S2 (Supporting information).
Superposition of these structures on each other suggests
that, while the two head groups attached to the imidazole
ring are freely rotable and can take different orientations
with respect to the hinge loop, the methyl sulfonyl group
always extends toward the G-loop. The relative binding free
energies of these complexes presented in Table 1 indicate
that conformation of SB203580 in rank-82 has relatively
more binding free energy than the other two conformations.
This is due to the fact that in this conformation, the pyridine
group of SB203580 can make one hydrogen bonding
interaction with the Val135 H-loop residue (occupancy
80%) (Fig. 3). In addition, the fluorophenyl and long chain
methyl sulfonyl groups can also make few hydrophobic
interactions with the H- and C-loop residues respectively
(Fig. 3b). However, in other conformations, SB203580
failed to interact with the kinase completely. It should also
be mentioned that although in rank-82, the SB203580-
Val135 hydrogen bonding interaction is equivalent to the

corresponding interaction involved in the GSK-3β-AMP-
PNP complex, the methyl sulfonyl group of SB203580
failed to mimic other two hydrogen bonding interactions
between the phosphate groups of AMP-PNP and GSK-3β
[17].

If we compare binding modes of SB203580 in GSK-3β-
SB204580 and p38-SB203580 complexes, it is clear that in
the former complex, although the imidazole and fluoro-
phenyl rings of SB203580 face toward the β- and H-loop
regions of the kinase respectively, they cannot interact with
Lys58 and Thr138 residues of those regions respectively.
However, the corresponding interactions of SB203580 in
the later complex (i.e. imidazole-Lys53 and fluorophenyl-
Thr106) have been found to be crucial for inhibitory
activities of p38 [23] and c-Raf kinases [65]. Further, in
the former complex, the cyclopropylmethyl group of
SB203580 failed to mimic necessary hydrophobic inter-
actions with the G-loop residues of GSK-3β unlike as
observed in the later complex [23]. Although the pyridine-
Val135 hydrogen bonding interaction in the GSK-3β-
SB204580 complex is similar to the corresponding interac-
tion observed in the p38-SB203580 complex [23], it is not
enough to inhibit GSK-3β strongly in agreement with the
experimental finding [20, 23, 65].

Structure and relative binding free energy
of GSK-3β-Y27632 complex

The two docked conformations of Y27632 (Scheme 1c)
(ranks-1,11) considered for subsequent MD and MM-PBSA
studies by applying (1) and (2) criteria as mentioned above
are shown in Fig. S3 (Supporting information). In ranks-1

Fig. 3 MD-simulated
structure of the most stable
GSK-3β-SB203580 (rank-82)
complex. (a) Orientation of
SB203580 in the binding site
of GSK-3β involving the hinge
(H-loop), glycine-rich (G-loop),
catalytic (C-loop) and activation
(A-Loop) loops. (b) Binding
of SB203580 (in red) with the
key residues of GSK-3β. The
hydrogen bond between the
ligand and kinase has been
depicted in dotted line
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and 11 the pyridine ring of Y27632 points toward the
H- and G-loops respectively. According to the MM-PBSA
study, the GSK-3β-Y27632 complex corresponding to
rank-11 is almost twice more stable than the same complex
corresponding to rank-1 (Table 1). This is due to the fact
that in the former complex, Y27632 makes one strong
hydrogen bond with the Asp200 residue (occupancy 100%)
of the A-loop (Fig. 4), while in other complex, Y27632
does not make any contact with the kinase. It should be
mentioned that although, Y27632 in rank-82 makes one
direct contact with one of the A- loop residues, it has been
pulled away from the H-, C- and G-loop regions (Fig. 4).
Nevertheless, the pyridine ring of Y27632 can make
hydrophobic interaction with the Leu132 hinge residue
(Fig. 4b). However, in the GSK-3β-AMP-PNP complex,
the adenine and phosphate groups of AMP-PNP have been
observed to make two direct hydrogen bonds each with the
Asp133 and Val135 hinge residues and Gln185 (G-loop)
and Lys85 (β-strand) respectively [17].

If we compare binding modes of Y27632 in GSK-3β-
Y27632 and PKA-Y27632 complexes, it is clear that in the
former complex, Y27632 does not make any hydrogen
bonding contact with the GSK-3β kinase. However, in the
later complex the pyridine and long chain amide groups
make two hydrogen bonds with the Val123 and Thr51 or
Asn171 residues of PKA [29] respectively. In addition, as
Y27632 has moved away from different binding regions
of GSK-3β, it cannot also mimic other polar and
hydrophobic interactions corresponding to PKA-Y27632
complex. This indicates that binding of Y27632 with
GSK-3β is not as strong as its binding with PKA. This
may be the reason, why Y27632 cannot inhibit GSK-3β
kinase.

Structures and relative binding free energies
of GSK-3β-BIS-3 and GSK-3β-BIS-8 complexes

Structures of the two bisindolylmaleimide (BIS) analogues
i.e. BIS-3 (Scheme 1d) and BIS-8 (Scheme 1e) are similar
to that of STU. The main difference between BIS analogues
and STU arises due to the flexibility of the two indole rings
present in the BIS analogues that enable them to freely
rotate in the kinase binding pocket to make suitable
interactions to stabilize the resulting complex. Structures
of above two BIS analogues differ from each other
minutely, i.e. the indole N-H group in BIS-3 has been
replaced by the indole N-CH3 group in BIS-8 (Scheme 1d,e).
This minor modification significantly affects their kinase
inhibitory activities (IC50 values of BIS-3 and BIS-8 for
PDK1 are 1mM and 4mM respectively) [30]. Though these
inhibitors are specific to PKC kinase, they also inhibit other
kinases like PDK1 [30], GSK-3β [20] etc.

Superposition of different docked conformations of
BIS-3 (ranks-1,4,10) considered for subsequent MD and
MM-PBSA studies by applying (1) and (3) criteria as
discussed earlier is displayed in Fig. S4 (Supporting
information). In all conformations, the maleimide head
group is facing toward the H- loop and the flexible indole
group takes different orientations. According to the subse-
quent MD and MM-PBSA studies, conformation of BIS-3
in rank-4 forms the most stable complex with the GSK-3β
kinase (Table 1). This can be understood as follows. The
hydrogen bonding analysis of different complex structures
formed between GSK-3β and BIS-3 suggest that in the
complexes corresponding to rank-1 and 10, the maleimide
head group moves away from the hinge loop and hence
unable to interact with it. However, the α-indole and long

Fig. 4 MD-simulated structure
of the most stable
GSK-3β-Y27632 (rank-11)
complex. (a) Orientation of
Y27632 in the binding site of
GSK-3β involving the hinge
(H-loop), glycine-rich (G-loop),
catalytic (C-loop) and activation
(A-Loop) loops. (b) Binding
of Y27632 (in blue) with the
key residues of GSK-3β. The
hydrogen bonding interaction
between the ligand and kinase
has been depicted in dotted line
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chain amide groups of BIS-3 can make direct hydrogen
bonds with the Ile62 (occupancy 90%) and Lys183 residues
(occupancy 90%) in rank-1, and with Ile60 (occupancy
99%) and Gly65 residues (occupancy 77%) in rank-10
respectively. In contrast to the above two complex
structures, the maleimide head group of BIS-3 in rank-4
makes two strong hydrogen bonds with the Asp133
(occupancy 100%) and Val135 (occupancy 100%) residues
of the H-loop (Fig. 5). These interactions are similar to the
corresponding interactions of AMP-PNP and STU with the
GSK-3β.

If we compare binding modes of BIS-3 in GSK-3β and
PDK1, it is clear that the BIS-3-Asp133 and BIS-3-Val135
hydrogen bonding interactions of BIS-3 with GSK-3β are
equivalent to the corresponding BIS-3-Ala160 and BIS-3-
Ser162 interactions of the same ligand with PDK1 [30]
respectively (Fig. 5 and Fig. S5; Supporting information).
Due to mutation of Thr222 (PDK1) to Cys199 (GSK-3β),
the maleimide head group of BIS-3 fails to make the third
hydrogen bond with the Cys199 residue of GSK-3β as is
observed in the PDK1-BIS-3 complex [30] (Fig. S5,
Supporting information). However, this binding mode helps
the N atom of the α-indole group to make an occasional
hydrogen bond with the SH group of the Cys199
(occupancy 40%) (Fig. 5). Furthermore, as the terminal
amide group of BIS-3 in GSK-3 extends toward the G-loop,
instead of the C-loop as observed in PDK1, it failed to
mimic the fourth hydrogen bonding interaction between
BIS-3 and Glu166 of PDK1 [30] (Fig. S5, Supporting
information). Nevertheless, binding mode of BIS-3 with the
GSK-3β kinase corresponding to rank-4 is similar to its
binding with PDK1 as observed in the X-ray crystal
structure [30] (Fig. S5, Supporting information).

Different docked conformations of BIS-8 (ranks-1,3,4,5,9)
considered for MD and MM-PBSA studies by applying
criteria (1) and (3) as discussed earlier are shown in Fig. S6
(Supporting information). From this figure it is evident that
in all these conformations, the maleimide head group of BIS-
8 points toward the hinge loop of GSK-3β and the two
indole groups take alternate orientations as found in case of
BIS-3 (Fig. S4, Supporting information). Conformations of
BIS-8 in ranks-1 and 5 are similar. The only difference arises
due to different orientations of the terminal long chain.
Similarly, conformations of BIS-8 in ranks-3 and 4 differ
only in the orientation of the α-indole group that contains the
methyl group. The calculated relative binding free energies
as presented in Table 1 suggest that conformation of BIS-8 in
rank-5 makes the most stable complex with the GSK-3β
kinase.

As revealed by the MD simulation, in the case of all
GSK-3β-BIS-8 complexes, the maleimide head group of
BIS-8 interacts with the Asp133 (occupancy 100%) and
Val135 (occupancy 100%) hinge residues of GSK-3β.
These interactions are similar to the equivalent interactions
observed for GSK-3β-AMP-PNP, GSK-3β-STU [17] and
PDK1-BIS8 complexes [30]. In addition to these interac-
tions, the terminal long chain amide group of BIS-8 in
ranks-5 and 9 can make one additional hydrogen bond each
with the Tyr134 (occupancy 56%) (Fig. 6) and Glu97
residues (occupancy 52%) (Fig. S7, Supporting informa-
tion) of GSK-3β respectively. The CH3 group of BIS-8 in
rank-5 can further make one favorable electrostatic interac-
tion with the Asn186 residue of the GSK-3β kinase
(Fig. 6). Most interestingly, in this conformation (rank-5),
the terminal long chain of BIS-8, which is supposed to
mimic the phosphate chain of AMP-PNP, does not orient

Fig. 5 MD-simulated structure
of the most stable GSK-3β-
BIS-3 (rank-4) complex. (a)
Orientation of BIS-3 in the
binding site of GSK-3β
involving the hinge (H-loop),
glycine-rich (G-loop), catalytic
(C-loop) and activation
(A-Loop) loops. (b) Binding
of BIS-3 (in orange) with the
key residues of GSK-3β.
The hydrogen bonding
interactions between the
ligand and kinase have been
depicted in dotted lines
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toward the C-loop [17], instead it remains within the H- and
G-loops. As a result, it makes one hydrogen bonding and
stacking interaction each with the Tyr134 (H-loop) and
Ile62 (G-loop) residues respectively (Fig. 6). These inter-
actions make sure that the conformation of BIS-8 in rank-5
forms the most stable complex with the GSK-3β kinase
(Table 1, Fig. 6).

Although conformation of BIS-8 corresponding to rank-5
is associated with higher relative binding free energy, binding
mode of BIS-8 in the GSK-3β-BIS-8 complex
corresponding to rank-3 (Fig. 7a) is similar to its binding
mode observed in the PDK1-BIS-8 complex (pdb 1uvr)
[30] (Fig. 7b). Most interestingly, this binding mode is

similar to the binding mode of BIS-3 (rank-4) with GSK-
3β (Figs. 5, 7a). In other words, the orientations of the
maleimide head and two indole groups of BIS-3 (rank-4)
and BIS-8 (rank-3) in the active site of GSK-3β are
distinctly similar, which in turn is similar to the
corresponding orientations of BIS-8 in the binding site
of PDK1 (Fig. 7). The only difference arises due to the
fact that the terminal long chain of BIS-8 faces toward G-
loop in GSK-3β, while it points toward C-loop in PDK1
(Fig. 7). Nevertheless, this is an indication that occurrence
of GSK-3β-BIS-8 (rank-3) complex cannot be ruled out
and hence multiple conformations of BIS-8 in the active
site of GSK-3β might be possible. This is not surprising as

Fig. 7 (a) MD-simulated struc-
ture of the GSK-3β-BIS-
8 (rank-3) complex. (b) X-ray
crystal structure of the PDK1-
BIS-8 (pdb 1uvr) complex. The
GSK-3β and PDK1 are shown
in the cartoon representations
and hydrogen bonding
interactions between the ligand
and kinases are illustrated in
dotted lines. The H-loop,
G-loop, A-loop and C-loop
correspond to hinge, glycine-
rich, activation and catalytic
loops of the kinase respectively

Fig. 6 MD-simulated structure
of the most stable conformation
of GSK-3β-BIS-8 (rank-5)
complex. (a) Orientation of
BIS-8 in the binding site of
GSK-3β involving the hinge
(H-loop), glycine-rich (G-loop),
catalytic (C-loop) and activation
(A-Loop) loops. (b) Binding of
BIS-8 (in green) with the key
residues of GSK-3β. The
hydrogen bonding interactions
between the ligand and kinase
have been depicted in dotted
lines
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multiple conformations of various ligands have already
been observed experimentally [34, 66] and modeled
theoretically [67].

A comparison of the binding patterns of the most stable
complexes of GSK-3β-BIS-3 (rank-4) and GSK-3β-BIS-
8 (rank-5) suggest that while BIS-3 can make only three
strong hydrogen bonds with the kinase, BIS-8 can make
three strong hydrogen bonding interactions as well as one
electrostatic and stacking interaction each with the kinase
(Figs. 5, 6). This indicates that BIS-8 is more tightly bound
to the GSK-3β kinase than BIS-3 in agreement with the
experimental observation [20]. The extra CH3 group in
BIS-8 provides a favorable electrostatic interaction that
helps BIS-8 to bind GSK-3β strongly than BIS-3 (Figs. 5,
6). However, in contrast to the experimental finding Page
and Bates [31] have calculated a higher binding affinity for
the GSK-3β-BIS-3 complex, which is about 10 kcal mol−1

more stable than the GSK-3β-BIS-8 complex (Table 1).
Hence the new binding modes of BIS-3 and BIS-8 obtained
in the present study are more accurate and reliable, which
would play a pivotal role in understanding and designing of
novel pharmacological bisindolylmaleimide derivatives
specific for GSK-3β kinase [68, 69].

Structure and relative binding free energy
of GSK-3β-UCN1 complex

UCN1 (Scheme 1f) is a close analogue of STU which
differs from the later only at the terminal side chain.
However, it differs from the above two BIS analogues in
three respects, i.e., (1) the terminal side chain is different
(2) the maleimide head group of BIS analogues has been

replaced by the lactam group in UCN1 (Scheme1c,d,f), (3)
the indole rings of UCN1 are not freely ratable. It has been
argued that these structural factors help UCN1 to acquire
less entropic penalty and hence more inhibitory ability to
inhibit PDK1 [30]. Although UCN1 inhibits PDK1 more
strongly IC50 ¼ 0:006mM

� �
than BIS analogues, the reverse

is true for GSK-3β [20, 30, 70]. It is thus interesting to
examine, if combination of docking, MD and MM-PBSA
studies can explain this inhibitory activity of UCN1
properly, which has not been tackled in the previous study
[31].

The docking result produced only one conformation of
UCN1 (rank-1) that is very close to that of GSK-3β-STU
structure [17]. This is not surprising as the experimental
structure of GSK-3β-STU complex was used to dock
UCN1, which shares structural similarity with STU. The
subsequent MD and MM-PBSA studies suggest that the
GSK3β-UCN1 complex corresponding to rank-1 is associ-
ated with ∼36 kcal mol−1 of relative binding free energy
(Table 1). From the hydrogen bonding analysis, it is clear
that the lactum head group can make two strong hydrogen
bonds with the Asp133 (occupancy 93%) and Val135
(occupancy 100%) hinge residues of GSK-3β (Fig. 8) like
BIS-8 (Fig. 6) and STU (Fig. S8, Supporting information).
These two hydrogen bonds are also equivalent to the
corresponding hydrogen bonds between UCN1 and PDK1
[70] (Fig. S9, Supporting information). In addition to these
interactions, the long chain amide group of UCN1 also
makes one favorable hydrogen bonding interaction with the
Glu185 (occupancy 88%) residue of the C-loop of GSK-3β
(Fig. 8). The equivalent interaction between STU and
Glu185 residue of GSK-3β mediated by a water molecule

Fig. 8 MD-simulated structure
of the GSK-3β-UCN1 (rank-1)
complex. (a) Orientation of
UCN1 in the active site of
GSK-3β involving the hinge
(H-loop), glycine-rich (G-loop),
catalytic (C-loop) and activation
(A-Loop) loops. (b) Binding of
UCN1 (in green) with the key
residues of GSK-3β. The
hydrogen bonding interactions
between the ligand and kinase
have been depicted in dotted
lines
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has also been observed in the GSK-3β-STU complex [17]
(Fig. S8, Supporting information).

Further, the carbazole moiety of UCN1 can also make
favorable electrostatic and hydrophobic interactions with
the G-loop residues like GSK-3β-STU complex. This
shows that STU and UCN1 bind to GSK-3β in a similar
fashion. The only difference arises due to the fact that the
carbonyl and N-CH3 groups of the fused carbazole moiety
of STU point up and down respectively within the cleft
formed between C- and A-loops, while these groups
reorient in reverse order in UCN1 (Fig. S8, Supporting
information). Furthermore, if we compare binding modes of
UCN1 bound to both GSK-3β and PDK1 [70], we will also
find that UCN1 binds with these kinases in a similar
manner (Fig. S9, Supporting information). However, those
binding modes have two distinct differences. (1) The
orientations of the carbonyl and N-CH3 groups of the fused
carbazole moiety of UCN1 in GSK-3β and PDK1 active
sites are different as explained above. (2) The hydroxyl
group of the lactum moiety of UCN1 can make a hydrogen
bond with the Thr222 residue of PDK1, while it failed to
interact with the Cys199 residue placed at the same position
in GSK-3β (lactum-OH-Cys199=3.9 Å) (Fig. S9, Support-
ing information). The second difference is the same as
discussed earlier in the case of BIS-8 (rank-3).

Comparison of binding modes of UCN1 and BIS8
(rank-5) bound to GSK-3β suggest that the later ligand
makes three strong hydrogen bonding, one electrostatic
and one stacking interactions with the GSK-3β kinase,
whereas the former ligand can only make three hydrogen
bonds with the GSK-3β kinase. A comparison of the
hydrophobic interactions made by the BIS-8 (rank-5) and
UCN1 with the GSK-3β kinase also suggests that the
former is better placed in the hydrophobic pocket of
GSK-3β than the later. This shows that the overall
interaction of BIS-8 with GSK-3β is stronger than that
of UCN1 in agreement with the experiment [20].

Specificities of different ligands

If we compare docking scores associated with all kinase-
ligand complexes studied here, it is clear that BIS-8 makes
the most stable complex with the GSK-3β kinase followed
by BIS-3 and others (Table 1). This is further supported by
the relative binding free energies of all complexes obtained
by the subsequent MD and MM-PBSA studies (Table 1).
As explained above, the root causes of these stabilities are
interlinked with their binding modes. Further, if we
compare binding of different ligands studied here with
different residues of the active site, it is evident that most of
the ligands such as BIS-8, BIS-3, UCN1 and SB203580
bind to GSK-3β via hinge residues (Table 2). This is in
agreement with the various recent studies where it has been

found that different GSK-3β specific inhibitors bind to the
kinase mainly via the hinge residues [71, 72]. Nevertheless,
as found in the present study, other residues like Cys199,
Asp200 and Glu185 etc. (Table 2) might be important for
GSK-3 specificity [73, 74]. Thus the present study not only
explained specificities of H89, SB203580, Y27632, BIS-3,
BIS-8 and UCN1 ligands that inhibit GSK-3β kinase, but
also predicted their novel binding modes with GSK-3β.
Hence combination of docking, MD and MM-PBSA
studies are immensely important not only to predict
accurate binding modes of kinase-ligand complexes but
also to evaluate specificities of different ligands on the basis
of their binding free energies.

It is worthwhile to mention that although design of ATP-
like inhibitors is essential to inhibit GSK-3β activities, due
to lack of specificities, these inhibitors induce un-wanted
toxicities by interfering with normal functioning of other
kinases. Hence exploration of GSK-3β specific inhibitors
that can only target GSK-3β is very much essential. The
present study is thus expected to contribute in this respect
to help in understanding of important binding site residues
of GSK-3β that may provide specificity to GSK-3β.

Conclusions

The combined docking, MD and MM-PBSA studies have
resulted in new binding modes of H89, SB203580,
Y27635, BIS-3, BIS-8 and UCN1, concerning how these
ligands would bind to GSK-3β. The relative binding free
energies associated with these binding modes are in
agreement with the corresponding measured specificities.
This shows that the proposed binding modes are accurate
and reliable. A comparison of the proposed binding
modes of different ligands with the corresponding
experimentally observed kinase-ligand binding modes
rationalizes why some ligands can inhibit GSK-3β while
others cannot. It is worthwhile to mention that ligands
such as BIS-8, BIS-3, UCN1, and SB203580, those bind
to the hinge residues of GSK-3β, which is an important

Table 2 Important residues of GSK-3β that are involved in hydrogen
bonding interactions with different ligands. These residues might be
important for GSK-3β specificity

Inhibitors Residues

H89 Ser66, Asp200

SB203580 Val135

Y27632 Asp200

BIS-3 Asp133, Val135, Cys199

BIS-8 Asp133, Tyr134, Val135, Asn186

UCN1 Asp133, Val135, Glu185
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part of the binding site, can inhibit GSK-3β, though with
altered potencies. This study also provides useful insights
regarding possible existence of multiple conformations of
some ligands like H89 and BIS-8. It is further revealed
that binding modes of BIS-3, BIS-8 and UCN1 with
GSK-3β and PDK1 kinases are similar. These new
insights are expected to be useful for future rational
design of novel, more potent GSK-3β-specific inhibitors
as promising therapeutics.
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Abstract The intermolecular interactions between Aun (n=
3–4) clusters and selected amino acids cysteine and glycine
have been investigated by means of density functional
theory (DFT). Present calculations show that the complexes
possessing Au-NH2 anchoring bond are found to be
energetically favored. The results of NBO and frontier
molecular orbitals analysis indicate that for the complex
with anchoring bonds, lone pair electrons of sulfur, oxygen,
and nitrogen atoms are transferred to the antibonding
orbitals of gold, while for the complex with the noncon-
ventional hydrogen bonds (Au···H–O), the lone pair
electrons of gold are transferred to the antibonding orbitals
of O-H bonds during the interaction. Furthermore, the
interaction energy calculations show that the complexes
with Au-NH2 anchoring bond have relatively high inter-
molecular interaction energy, which is consistent with
previous computational studies.

Keywords Amino acids . DFT calculations . Gold clusters .

Interaction energies

Introduction

Among the various nanomaterials, gold nanomaterials have
attracted much attention due to possessing good biocom-

patibility, facile synthesis and conjugation to lots of
biomolecular moieties, and hence are widely applied in
chemistry, materials, biological and medical science [1–5].
The high affinities of gold nanoparticles for biomolecules
have extensive applications in modern protein engineering
and gene technology [6–8]. Also, the formation of highly
ordered molecular self-assembled networks of amino acids
on the well-controlled metal surfaces have been previously
studied [9–12]. However, very little is known about the
mechanisms underlining the formation of these layers. A
description of these mechanisms at the atomic level is
currently lacking and deserves special attention. Therefore,
the study on intermolecular interactions between Aun (n=
3–4) clusters and selected amino acids cysteine and glycine,
is an excellent framework to understand the biomolecule
adsorption on the Au surface.

Relevant studies have been carried out to explore the
interactions between amino acids and gold surface experi-
mentally and theoretically [13–15]. Ulstrup et al. have
investigated the cysteine deposited on the Au(111) surface
using the scanning tunneling microscopy (STM). The results
reveal that novel network-like cluster structures of the layers
for both cysteine and cystine on the Au surface are found,
each cluster is shown to include six cysteine or three cystine
molecules. This super-structural feature is most likely due to
the formation of hydrogen bonds among adsorbed mole-
cules, which is further supported by the observations of
alkanethiol under the same experimental conditions. Inter-
molecular and intramolecular interactions of the charged
hydrophilic ammonium and carboxylic groups in cysteine or
cystine are thus crucial for the cluster formation [16, 17].
Canepa and Lavagnino [18] have reported on a metastable
deexcitation spectroscopy investigation of the growth of L-
cysteine layers deposited under UHV conditions on well-
defined Au(110)-(1×2) and Au(111) surfaces. The different
growth mode was tentatively assigned to the added rows of
the reconstructed Au(110) surface, which behaves as
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extended defects effectively promoting the formation of the
Au-S bond. De Renzi et al. [19] have studied the ultrahigh
vacuum adsorption of cysteine layers on the Au(111) surface
by X-ray photoelectron (XPS) and high-resolution energy
loss spectroscopies (HREELS). The experiments show that
at room temperature the molecule is mainly weakly adsorbed
on the surface via at low coverage chemisorption on the step
edge, while at 330 K chemisorption through S-Au bonding
prevails. The results from spectroscopic evidence substan-
tially confirms and clarifies the mechanism of cysteine
adlayer formation on the Au(111) surface. In addition, the
red-shift of H vibrational modes indicate a coverage
dependence of the H-mode frequency, which clearly supports
its intermolecular origin. This finding is a good example of
the extreme sensitivity of low-frequency vibrational modes
to the details of molecule-molecule interactions.

On the other hand, relevant theoretical works have been
devoted to the studies of geometries, bonding strengths,
energies and molecule orbital properties during the interac-
tion between the Au surfaces and different amino acids.
Density functional theory (DFT) calculations of cysteine
adsorption on Au(100) by Höffling and Ortmann [20] have
shown that flat adsorption geometries are energetically
favored over upright configurations, taking advantage of
both amino and thiolate bonds. Mateo-Marti et al. [21] have
investigated the first stages leading to the formation of self-
assembled monolayers of S-cysteine molecules adsorbed on
the Au(111) surface. The DFT calculations for the adsorp-
tion of individual cysteine molecules on Au(111) show low-
energy barriers all over the 2D Au(111) unit cell.

Understanding the adsorption, bonding, and interaction of
the simplest constituents of proteins (i.e., amino acids) on the
Au surfaces is a necessary step toward broad applications in the
interdisciplinary emerging field of nanobiotechnology and
biotechnology. This study aims at elucidating the main
mechanisms for the amino acids adsorption on theAu surfaces.
For this reason, in the present work, the intermolecular
interactions betweenAun (n=3–4) clusters and selected amino
acids cysteine and glycine have been investigated theoreti-
cally by DFT calculations. Special emphasis is put on the
analysis of geometry configurations, electronic structures and
accompanying electron transfers of selected amino acids and
Au cluster complexes during the interaction.

Computational details

In the present calculations, the Aun (n=3–4) clusters were
served as simple model for the Au surface, and geometries of
Aun∙Cysteine and Aun∙Glycine complexes were optimized
with the density functional theory (DFT) method using the
Becke’s three-parameter Lee–Yang–Parr exchange-correlation
functional (B3LYP) [22, 23]. The standard 6-311++g(d,p)

basis set was used for all atoms in cysteine and glycine. The
relativistic effective core potential RECP developed by Ross
et al. [24] with the primitive basis set (5s5p4d) combined
with Los Alamos LANL2DZ RECP by Hay and Wadt [25,
26] were used for the Aun cluster. The reliability of this
method has been verified in previous studies involved the
calculations of Au-ligand systems [27–32]. Then frequency
calculations were employed to confirm the structures as
minimum points in energy. The interaction energies, com-
plexation enthalpies and Gibbs free energies at 298 K were
calculated for each optimized structure by vibrational analysis
with ZPE correction. To obtain an insight into the charge
distribution of the intermolecular interactions, the geometries
obtained from DFT calculations were used to perform the
NBO analysis [33–36]. All calculations were performed using
the Gaussian 09 program [37].

Results and discussion

Geometry and relative energy of the complexes

On the basis of extensively computational studies on the
complexes of the Aun∙Cysteine and Aun∙Glycine (n=3,4),
12 possible geometry conformations have been proposed as
shown in Fig. 1. The initial geometries of Aun∙Cysteine and
Aun∙Glycine complexes for optimization were generated by
placing gold clusters near the active sites of glycine and
cysteine. The active sites of two amino acids are amine,
carboxylic, and sulfur groups. These groups have electron-
rich nitrogen, oxygen and sulfur atom, forming the anchoring
bonds with gold clusters in the complexes, donating electron
density to the 5 d and 6 s orbitals of Au via their lone pairs.
Gold can also play the role as a proton acceptor and form
nonconventional hydrogen bonds with hydroxide (Au···H–O).
These two factors are responsible for the stability of all
complexes. The interaction between amino acids and gold
clusters is either monodentate or bidentate, where in the latter
case it usually involves non-conventional hydrogen bonding.

As for Aun∙Cysteine complexes, cysteine is able to
anchor the gold clusters through its amine, carboxylic, and
sulfur groups, and yields the Au-N, Au-O and Au-S
anchoring bonds. As shown in Table 1, the relative energy
of Au3∙Cysteine complexes spread over a range of 8.7 kcal
mol−1. The complex-1 and complex-4 have the lowest
energy in Au3∙Cysteine and Au4∙Cysteine isomers, respec-
tively. The relatively high stability can be ascribed to strong
interaction between the Aun clusters and nitrogen atom in
cysteine. By contrast the complex-3 and complex-6 have
relatively high energy in Au3∙Cysteine and Au4∙Cysteine
isomers, respectively. In addition, the optimized structures
of the Aun∙Cysteine complexes are displayed in Fig. 1. For
complex-1, the average Au-Au distance is equal to 2.768 Å,
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and the Au1-N bond length is found to be 2.220 Å, which is
slightly shorter than previous calculated value of 2.260 Å
from PW91/Plane-Wave-Basis method [20]. The Au1-N
bond length approaches the sum of the covalent radii of Au
(1.35 Å) and N (0.750 Å) [38], indicating a strong bond.
Vibrational frequency analysis is a powerful technique that
can be used to reveal information on adsorption configu-
ration and bond strengths, which has been validated by
previous studies [39–42]. As demonstrated in Table 2, in
contrast to isolated cysteine, the N-H bond in complex-1
has been increased by 0.004 Å after interaction with Au3
cluster. Furthermore, it is clear that the stretch mode of
υ(N-H) undergoes a red shift by 48 cm−1 with respect to

Fig. 1 The optimized geome-
tries of the Aun∙Cysteine (n=
3,4) and Aun∙Glycine (n=3,4)
complexes obtained at the
B3LYP/6-311++g(d,p) and
Lanl2dz level

Table 1 The relative energy (E in kcal mol−1) of the Aun∙Cysteine
and Aun∙Glycine complexes

Complex E Complex E

Au3·Cysteine 1 0.0 Au3·Glycine 7 0.0

2 0.2 8 11.7

3 8.7 9 7.6

Au4·Cysteine 4 0.0 Au4·Glycine 10 0.0

5 1.1 11 12.2

6 5.4 12 8.1
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that of the uncoordinated group. The next stable species is
complex-2, it is slightly less stable than complex-1 only by
0.02 kcal mol−1. The predicted average Au-Au distance is
2.771 Å, slightly longer than that of complex-1. The Au1-S
distance is found to be 2.449 Å, very close to the sum of the
covalent radii 2.360 Å of sulfur (1.020 Å) and gold
(1.340 Å) [38]. The result is in good agreement with a
previous calculated value of 2.450 Å [20, 43]. Thus, one
may expect a strong covalent contribution to the thiolate
bonding. As shown in Table 2, the complex-2 displays
relatively obvious red shifts of selected bonds in contrast to
the isolated cysteine. Such as the frequency shifts of S-H
bond is reduced by 171 cm−1. The highest-energy structure
among the Au3∙Cysteine complexes in Table 1 is complex-3.
As Fig. 1 displays, the average Au-Au distance is equal to
2.780 Å, significantly longer than that of complex-1 and
complex-2. The distance of anchoring bond Au1-O in the
complex-3 is predicted to be 2.256 Å. It is noted that the stretch
frequency of υ(O-H) is markedly reduced by 200 cm−1

compared to the isolated cysteine. For Au4∙Cysteine com-
plexes, the relative stability of complexes is complex-4>
complex-5>complex-6, they are corresponding to the binding
modes between Au4 cluster with N, S and O atoms in
cysteine, the stability order is similar to that of Au3∙Cysteine
complexes. As Table 2 shows, the stretch frequency of υ(S-H)
in complex-6 shows an obvious red shift by 437 cm−1.

For Aun∙Glycine complexes, the Aun cluster can bind
glycine via monodentate or bidentate interaction with N, O

(C = O), or H(O-H) atoms. As Table 1 shows, complex-7
and complex-10 have relatively low energy in Au3∙Glycine
and Au4∙Cysteine isomers, respectively. The relatively high
stability is ascribed to the strong interaction between the
Aun clusters and amino group in glycine. This is agree with
the interaction between the Aun clusters and cysteine. As
displayed in Fig. 1, the average Au-Au distance in
complex-7 is found to be 2.770 Å, and the Au1–N bond
length is equal to 2.212 Å. As Table 2 displays, the distance
of N-H bond is lengthened by 0.003 Å, the corresponding
stretch frequency υ(N-H) goes through a red shift by
33 cm−1. Complex-9 has bidentate interaction via Au–O
and Au···H–O binding modes [44, 45], which is less stable
than complex-1 by 7.6 kcal mol−1. The average Au-Au
distance is predicted to be 2.781 Å, slightly longer than that
of complex-7. The stretch frequency υ(O-H) occurs
obvious red shift by 430 cm−1 in contrast to single glycine.
For Au4∙Glycine complexes, the stability order of com-
plexes is complex-10>complex-12>complex-11.

Natural population analysis and vertical transition energies

The natural population analysis (NPA) charges with the
corresponding variations in the related atoms and the total
transferred charges of Aun∙Cysteine and Aun∙Glycine
complexes are listed in Table 3. Figure 2 presents the
frontier molecular orbitals of Aun∙Cysteine and Aun∙Gly-
cine complexes associated with charge-transfer analysis. As

Bond Complex Δr υ Δυ Complex Δr υ Δυ

C = O 1 0.001 1820 1 2 0.018 1740 −79
N-H 0.004 3560 −48 0.001 3618 10

O-H 0.001 3743 2 0.001 3727 −14
S-H 0.001 2691 −2 0.012 2522 −171
C = O 3 −0.001 1823 4 4 0.001 1821 2

N-H −0.001 3627 19 0.004 3562 −46
O-H 0.010 3541 −200 0.001 3743 2

S-H 0.003 2670 −23 0.001 2691 −2
C = O 5 −0.002 1827 8 6 0.026 1702 −117
N-H −0.001 3626 18 −0.001 3623 15

O-H 0.005 3648 −93 0.021 3304 −437
S-H 0.003 2672 −21 0.001 2688 −5
C = O 7 0.001 1821 2 8 0.015 1747 −72
N-H 0.003 3565 −33 0.001 3506 −92
O-H 0.001 3748 −2 0.001 3735 −15
C = O 9 0.025 1703 −116 10 0.001 1821 2

N-H 0.000 3612 14 0.003 3566 −32
O-H 0.020 3320 −430 0.001 3748 −2
C = O 11 0.014 1753 −66 12 0.024 1704 −115
N-H −0.001 3620 22 0.001 3611 13

O-H 0.001 3737 −13 0.001 3297 −453

Table 2 The vibration frequency
(υ in cm−1) and the variation of
the bond lengths (Δr in Å) and
the corresponding frequency
shifts (Δυ cm−1) of the selected
bonds obtained at the B3LYP/6-
311++g(d,p) and Lanl2dz level
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demonstrated in Table 3, evidently in the case of all
complexes described in this paper, the extra electron is
localized on the gold clusters. The charge distribution of the
complexes closely coincides with the electron affinity (EA)

values. The EA of the gold clusters (3.85, and 2.77 eV for
Au3, and Au4, respectively) is greater than the EA of the
cysteine (−0.39 eV) and glycine (−0.51 eV) molecules [46],
and for this reason, the extra electron is localized on the

Table 3 The NPA charges (a.u.) with the corresponding variations in the related atoms and the total transferred charges for 12 Aun∙Cysteine and
Aun∙Glycine complexes

emono
a ecom

b Δec et
d emono ecom Δe et

1 Au1 −0.07 0.23 0.31 −0.14 8 Au1 −0.07 0.25 0.33 −0.06
N −0.89 −0.92 −0.03 O −0.62 −0.68 −0.07

2 Au1 −0.07 0.19 0.26 −0.17 9 Au1 −0.07 0.28 0.35 −0.03
S −0.06 0.03 0.09 Au3 0.04 −0.21 −0.25

3 Au1 −0.07 0.26 0.33 −0.03 O −0.62 −0.69 −0.07
O −0.62 −0.70 −0.08 H 0.52 0.50 −0.01

4 A1 −0.06 0.32 0.38 −0.14 10 Au1 −0.06 0.32 0.38 −0.15
N −0.89 −0.92 −0.03 N −0.89 −0.92 −0.02

5 Au1 −0.06 0.26 0.32 −0.19 11 Au1 −0.06 0.34 0.40 −0.07
S −0.06 0.04 0.10 O −0.62 −0.67 −0.06

6 Au1 −0.06 0.18 0.24 −0.03 12 Au1 −0.06 0.36 0.42 −0.02
O −0.62 −0.69 −0.07 Au3 0.11 −0.34 −0.45

7 Au1 −0.07 0.23 0.31 −0.15 O −0.62 −0.68 −0.07
N −0.89 −0.92 −0.02 H 0.52 0.40 −0.12

a emono refers the atomic charge of monomer
b ecom means the atomic charge of complex
c Δe is evaluated as the NPA charge difference between the atomic charge in corresponding complexes and monomers
d et is defined as the total NPA charge transfer from amino acids (cysteine and glycine) to Aun (n=3–4)

Fig. 2 The frontier molecular
orbitals of the Aun∙Cysteine
and Aun∙Glycine complexes
associated with charge-transfer
analysis
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gold clusters. Thus, in complex-1, the charge is transferred
from cysteine to Au3 with the value of 0.14. In the
monomer involved the Au3 cluster and cysteine, the charge
populations on the Au1 and N atoms are predicted to be -0.07
and -0.89, respectively. While in the complex, it is clear that
the charge of Au1 atom has been increased by 0.31, and the
charge of N atom has been reduced by 0.03. The charge
populations of other complexes are similar to that of
complex-1. As Table 3 displays, the calculated results
indicate that the gold atom (Au1) in the complexes that is
bonded near to the electron rich sites of the amino acids is
positively charged. This is in well agreement with previous
theoretical values determined by Kumar and co-workers
[47].

On the basis of frontier molecular orbitals analysis as
presented in Fig. 2, it is clear that for the complex with Au–S,
Au–NH2 and Au–O anchoring bonds, lone pair electrons of
sulfur, oxygen, and nitrogen are transferred to the antibonding
orbitals of the gold. For example, as listed in Table 3,
complex-5 has the charge transfer from cysteine to Au3 with
the value of 0.19, and complex-10 shows similar charge
populations with complex-5. For complex-9 and complex-12
possessing nonconventional hydrogen bonds (Au···O-H), the
charge is transferred from the lone pair of Au to the σ*O-H
orbitals. Table 4 exhibits the predicted vertical transition
energies of the Aun∙Cysteine and Aun∙Glycine complexes.
Complex-8 has the lowest vertical transition energies of
1.151 eV among all complexes, it corresponds to the
maximum absorption wavelength of 1077.43 nm, excited
from the HOMO to LUMO as shown in Fig. 2. While
complex-10 has the highest vertical transition energies of

1.638 eV, it corresponds to the maximum absorption
wavelength of 757.10 nm, excited from the HOMO to
LUMO.

Interaction energies

The interaction energies (ΔE) are defined as the energy
difference between the energy summation of two individually
optimized monomers and the fully optimized complexes.

ΔE ¼ EAu�clusters þ Eamino�acid � Ecomplex

Table 5 presents the predicted intermolecular interaction
energy of all complexes. In the case of Au3∙Cysteine
complexes, the predicted interaction energy amounts to
16.2 kcal mol−1 in complex-1, which agrees well with a
previous calculated value of 16.5 kcal mol−1 obtained from
PW91/Plane-Wave-Basis method [20]. Complex-1 is the
energetically most-favored structure, the relatively high
stability can be ascribed to strong interaction between the N
atom and Au3 cluster. Furthermore, the next stable specie is
complex-2, the interaction energy is less stable than
complex-1 only by 0.2 kcal mol−1. In the case of
Au4∙Cysteine complexes, complex-4 has the largest interac-
tion energies of 16.7 kcal mol−1. The association of Au3
cluster with thiol in cysteine is relatively weak with the
interaction energy of 16.0 kcal mol−1, while complex-3
related to the interaction between Au3 cluster and O atom in
the cysteine has the smallest interaction energy of 7.5 kcal
mol−1. The calculations indicate that the Au3∙Cysteine
complexes with Au-NH2 anchoring bond are found to be
energetically favored. This is in good agreement with
available theoretical values at the PW91/ Plane-Wave-Basis
level of theory [20].

In the case of the Au3∙Glycine complexes, complex-7
possesses relatively large interaction energies of 19.9 kcal
mol−1. While for the Au4∙Glycine complexes, complex-10
has relatively large interaction energy of 20.2 kcal mol−1.
The calculations show that the Au3∙Glycine complexes with

Table 4 The predicted vertical transition energies (ΔE in eV),
maximum absorption wavelength (l in nm), oscillator strengths (f)
of the Aun∙Cysteine and Aun∙Glycine complexes

Complex ΔE l fa Transitionb

1 1.334 929.51 0.0119 61→62

2 1.453 853.58 0.0143 61→62

3 1.354 915.60 0.0081 61→62

4 1.632 760.01 0.0071 70→71

5 1.634 758.92 0.0074 70→71

6 1.553 798.55 0.0072 70→71

7 1.379 899.18 0.0116 49→50

8 1.151 1077.43 0.0103 49→50

9 1.365 908.29 0.0080 49→50

10 1.638 757.10 0.0087 58→59

11 1.504 824.16 0.0030 58→59

12 1.558 796.05 0.0075 58→59

a The magnitude of f is in proportion to that of absorption strength
b Transition means the electron promotion from HOMO to LUMO
(see Fig. 2)

Table 5 The predicted intermolecular interaction energy (ΔE in
kcal mol−1) between Aun (n=3–4) and selected amino acids cysteine
and glycine

Complex ΔE ΔH ΔG Complex ΔE ΔH ΔG

1 16.2 15.9 5.1 7 19.9 19.6 9.3

2 16.0 15.8 3.5 8 8.1 7.6 −2.8
3 7.5 7.0 −4.6 9 12.3 11.9 0.4

4 16.7 16.4 5.0 10 20.2 20.0 9.0

5 15.6 15.3 2.8 11 7.4 7.1 −3.0
6 11.4 11.0 −1.0 12 12.1 11.7 0.2
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Au-NH2 anchoring bond are relatively stable, which is
consistent with previous computational studies [20].

Conclusions

In this work, density functional theory has been used to
explore geometry configurations, electronic structures,
charge populations and interaction energies of Aun∙Cysteine
and Aun∙Glycine complexes. The calculations show that
complex-1 and complex-4 are the most energetically
favorable in the Au3-cysteine and Au4-cysteine complexes.
For the Aun-Glycine complexes, complex-7 and complex-
10 are the most energetically favorable in the Au3-Glycine
and Au4-Glycine complexes. In addition, the results of the
NBO analysis indicate that the complex with anchoring
bonds, lone pair electrons of sulfur, oxygen, and nitrogen
are transferred to the antibonding orbitals of gold, while for
the nonconventional hydrogen bonds, the lone pair elec-
trons of gold are transferred to the antibonding orbitals of
O-H bonds during the interaction. Meanwhile, the interac-
tion energies calculations indicate that the Au-NH2 anchoring
bond acts as the dominate factor in stabilizing these
complexes. Present results provide a basis for understanding
the amino acids or proteins absorption on the Au surface at
the atomic level, since in those systems the NH2 or S-H
groups are usually engaged in peptide bonds along the
primary chain.
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Abstract The 3D models of human actin protein and A.
niger RNase were designed using the templates ACTBIND
(PDB ID: 3D3Z) and crystalline profilin-beta-actin (PDB
ID: 2BTF), respectively in Modeller9v5. These models are
testified using several validation methods including PRO-
CHECK, ERRAT, WHAT-IF, PROSA2003 and VERIFY-3D.
The stereo-chemical quality of the models was judged by
Ramachandran plot with PROCHECK. The total quality
G-factor −0.2, shows a good quality model. The ERRAT
score for the human actin and A.niger RNase models are
86.104 and 84.615, respectively, fit well within the range of a
high quality model. The ERRATscore for the templates 2BTF

and 3D3Z are 91.111 and 97.391, respectively. The WHAT-IF
evaluation justifies a reasonable homology model structure as
none of the scores for each residue in the homology model is
lower than −5.0. The energy-minimizedmodel of human actin
with PROSA reveals the Z-score value −10.52 between native
conformations of the crystal structures. The VERIFY 3D
average score is 0.36. All evidence suggests that the geometric
quality of the backbone conformation, the residue interaction,
the residue contact and the energy profile of the structures
were well within the limits of reliable structures. The
interaction energy of docking was calculated using the HEX
server. The Etotal, lowest docked energy, and calculated
RMSD values were −1.608 kcal mol−1, -8.369 kcal mol−1 and
0.617Å, respectively. The study presented in the current
project may be useful to design molecules that may have
anticancer activity.

Keywords A.niger RNase . HEX server . Human actin .

Modeller9v5 . Novel target for cancer . Protein-protein
docking

Introduction

Cancer is one of the leading cause of death worldwide. It
accounts for 7.9 million deaths (around 13% of all deaths)
in every year and projected to continue rising, with an
estimated 17 million deaths in 2030 (WHO) [1]. In the past,
various anti-cancer drugs were identified and developed
without focusing on a particular macromolecular target.
Cancer research aimed at treatment had been the focus of
many industries and academic groups since its last two
decades. The treatment usually falls into one of the
following categories: surgery, radiation, chemotherapy and
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hormone therapy etc. [2]. The above therapies are limited by
serious and life threatening side effects from toxicities to
sensitive normal cells due to lack of specificity [3]. Currently,
the fields of biochemistry, molecular biology, genetics and
pharmacology have grown considerably in their ability to
identify specific biological targets. Computational tools have
recently been used to explore such targets in designing new
drugs with the aim to decreased illness. Docking and
molecular dynamics are the most commonly used computa-
tional tools for elucidation of cancer targets. Using the above
tools, it is easier to find out the interactions and dynamics of
drug and target at molecular level [4].

Actin is a cytoskeletal protein present within all eukaryotic
cell types. The cell cytoskeleton is known to provide the basic
infrastructure for maintaining cell morphology and functions
such as adhesion, motility, exocytosis, endocytosis, and cell
division. The actin cytoskeleton and its regulatory proteins are
crucial for cell migration and movement in most cells. The
mechanism of cell movement involves actin remodeling
which actually produces necessary force for cell migration.
However, it has been observed that the alteration of actin
polymerization or actin remodeling plays a pivotal role in
regulating the morphology and phenotypic events of cancer-
ous cells as a result of activation of oncogenic signaling
pathways, e.g., Ras and Src [5–7]. Thus, elucidation of the
molecular mechanisms of actin reorganization is an impor-
tant target for cancer therapeutics.

Ribonuclease displays a variety of biological functions
such as degradation of RNA, control of gene expression,
cell growth and differentiation, cell protection from
pathogens and apoptosis etc. Besides, ribonuclease works
as potential anti-tumor drugs due to their cytotoxicity and
uniquely influences several functions in the tumor cells. It
has been observed earlier that the various ribonucleases
from different sources such as onconases (Rana pipiens),
bovine seminal RNase (Bovine seminal fluid), RNase T1
(Aspergillus oryzae), α-sarcin (Aspergillus giganteus),
RNase P (Cultured human cells), ACTBIND (Aspergillus
niger B1 (CMI CC 324626)) and RNase T2 (Cultured
human cells) have been used for the treatment of cancer [8].

In the present study, the 3-D structure of A.niger ATCC
26550 RNase and human actin have been constructed using
the templates ACTBIND (PDB ID: 3D3Z) [9] and crystalline
profilin-beta-actin (PDB ID: 2BTF) [10], respectively. The
resulting FASTA sequence was used to build the 3-D
structures. Further, the molecular models of A.niger
ATCC 26550 RNase and human actin was constructed
using Modeller9v5 package for homology modeling. The
model quality was assessed using PROCHECK, PROSA,
ERRAT, VERIFY 3D and WHAT-IF. The overall scores
were used to choose the final model. Protein-protein docking
was performed between the molecular models of A.niger
RNase and human actin. The detailed analyses of probable

inhibition as well as interaction of the models were
performed with high binding affinity. The studies presented
in this manuscript will be useful to design molecules that
may have anticancer activity.

Materials and methods

All the calculations were performed on a workstation Hi-end
server: Pentium IV 3.4 MHz, AMD Athlon 64 bits dual
processor with 4 GB RAM and video graphics card.
Molecular modeling tasks were performed with Modeller9v5
[11]; protein-protein docking calculations were performed
with HEX. For homology modeling of the A.niger RNase
and human actin, the crystal structures of Actinbind a T2
RNase (PDB ID: 3D3Z) and structure of crystalline
profilin-beta-Actin (PDB ID: 2BTF) respectively were
used as templates [9, 10]. If not otherwise stated, default
settings were used during all calculations.

Sequence alignments

To find out an appropriate template structure for construct-
ing the target model, the sequence of A.niger RNase (gi No.
238828131) and human actin (gi No. 313507212) were
obtained from National Centre for Biotechnology Informa-
tion (NCBI). With the aim to find an adequate template for
homology modeling of A.niger RNase and human actin,
sequence alignments of its amino acid sequence against
Protein Data Bank [12] was performed by means of the
BLAST algorithm [13, 14]. The BLASTp alignment
between the selected templates A.niger RNase and human
actin was further refined using sequence alignments in the
ClustalW 2.0.12 with default parameters [15].

Molecular model building

The search using the BLASTp alignment algorithm
within the PDB database showed various potential
templates for molecular modeling purposes. More than
70 crystallographic structures were found to show high
identity score with respect to A.niger RNase and human
actin. Among them, ACTBIND (PDB ID: 3D3Z) and
crystalline profilin-beta-actin (PDB ID: 2BTF) structures
were selected as templates for A.niger ATCC 26550 RNase
and human actin, respectively. The 3D structures of A.niger
ATCC 26550 RNase and human actin were predicted by
homology modeling on the basis of the structures of 3D3Z
and 2BTF was using the program Modeller 9v5. This
program is an automated approach to comparative modeling
by satisfaction of spatial restraints [16–18]. The modeling
procedure begins with an alignment of the sequence to be
modeled (target) with relative known three-dimensional
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structures (templates). 100 models were generated and among
them the one having lowest root mean square deviation
(RMSD) value when superposed onto the templates 3D3Z and
2BTF, was chosen for further analysis [19].

Validation of the homology model

After the construction of the model, its quality was assessed
considering both geometric and energetic aspects using
PROCHECK [20] ERRAT [21], WHAT-IF [22], PROSA
2003 [23] and VERIFY 3D [24, 25] for internal consis-
tency and reliability. The Ramachandran plot computed
with PROCHECK provided the residue position in
particular segment based on the dihedral angles. Finally,
the best-quality models were subjected to further calculations
and molecular modeling studies, binding site analysis and
other calculations.

The structurally conserved regions (SCRs) between
reference proteins were then identified and superimposed
and the A.niger RNase sequence was then aligned to the
SCRs using the alignment module, and finally fine-tuned
manually. Any one of the two segments for each SCR could
be chosen to assign coordinates to A.niger RNase and
human actin models. Then the chosen models were
subjected to energy minimization in order to obtain a
stable, low-energy conformation.

Protein-protein docking

A docking study was conducted to evaluate the predictive
ability of the A. niger RNase homology model and its
relevance for use in the structure-based drug design studies.
In order to perform protein-protein docking between the
models of A.niger RNase and human actin generated model

Fig. 1 (a) Sequence alignment
of A.niger RNase with the crys-
tallized 3D3Z. Highly conserved
residues are represented in rect-
angular boxes. (b) Sequence
alignment of human actin with
the crystallized 2BTF. Highly
conserved residues are repre-
sented in rectangular boxes

J Mol Model (2012) 18:653–662 655



PDB’s were submitted separately to online server HEX at
its default parameters. HEX is an interactive protein
docking and molecular superposition program; it works on
FFT correlation using spherical polar coordinates and
Gaussian density representation of protein shape. The
computational part of the server consists of a 32-node
cluster running the CentOS 5.2 operating system and using
the OAR batch scheduling system (http://oar.imag.fr/). Each
node consists of two quad-cores Intel Xeon 2.5 GHz CPUs,
and eight of the nodes are equipped with two Nvidia Tesla
C1060 GPUs. Hence, a total of 256 CPU cores and 16 GPUs
are currently available on HEX server [26]. The parameters
used for the docking process were Correlation type – Shape
only, Calculation Device- GPU, Number of Solutions-100,
FFT Mode –3D fast lite, Grid Dimension–0.6, Receptor
range–180, Ligand Range–180, Twist range–360, Distance
Range–40. The drug and its analogues were docked with the
receptor using the above parameters. The software Pymol
(http://pymol.source-forge.net/) and visual molecular dynam-
ics (VMD) are very flexible, extensible packages for
molecular visualization used to generate clear, informative
and attractive representation of atomic data [27]. There have
been many efforts to predict protein-protein interaction
binding sites based on the analysis of the protein surface
properties [28–35] analyzed the surface patches using six

parameters: solvation potential, residue interface propensity,
hydrophobicity, planarity, protrusion and solvation accessible
surface area. The six parameters were then combined into a
global score that gave the probability of a surface patch
forming protein-protein interaction.

Results and discussion

Sequence alignments

The BLASTp result of A.niger RNase showed 100%
sequence similarity to ACTBIND (PDB ID: 3D3Z) where
as in the case of human actin sequence similarity was 99%
with crystalline profilin-beta-actin (PDB ID: 2BTF). Thus
two structures ACTBIND (PDB ID: 3D3Z) [9] and
crystalline profilin-beta-actin (PDB ID: 2BTF) were
selected as templates [10] for A.niger RNase and human
actin, respectively. The most significant step in homology
modeling process is to obtain the correct sequence alignment
of the target sequence with the homologues. The sequence
alignment was performed using the ClustalW 2.0.12 for
homology modeling as shown in Fig. 1a and b. The figure
reveals that the residues involved in binding of various
feedback inhibitors in template 2BTF (Asp11, Ser14, Gly15,

Fig. 2 (a) 3D Structure of A.
niger RNase (b) Human actin in
electrostatic representation

Table 1 PROCHECK and ERRAT

PROCHECK ERRAT score

Ramachandran plot quality (%) Goodness factor

Most favored Additional allowed Generously allowed Dis-allowed Dihedral Covalent Overall

RNase 100 0.0 0.0 0.0 −0.05 0.37 0.13 84.615

3D3Z 86.5 13.0 0.0 0.5 −0.20 0.28 −0.01 97.391

Actin 94.8 4.0 0.6 0.6 −0.03 −0.22 −0.09 86.104

2BTF 84.4 13.3 1.4 0.9 −0.47 0.02 −0.63 91.111
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Met16, Lys18, Gln137, Asp154, Asp157, Gly158, Val159,
Glu214, Gly302) were conserved in human actin. Similarly,
the conserved amino acid residues involved in the binding of
A.niger RNase and corresponding catalytic residues of
template 3D3Z (Ala159, Gly160, and Ile161) have been
identified.

Molecular model building

The appropriate template was chosen based on sequence
similarity, residue completeness, and crystal resolution. A
hundred models were generated and the model showing the
least RMSD with respect to trace (Cα atoms) of the crystal
structure of the template was saved for further refinement
and validation (Fig. 2a and b). Further, refinement was
performed in order to obtain the best conformation of the
developed model of A.niger RNase and human actin.
Among the available potential templates, crystal structure
of ACTBIND (PDB code: 3D3Z, resolution 1.7Å, R-value
0.191 (obs), and R-Free-0.231) [9] was selected as the

template structure to construct molecular model of the A.
niger RNase. The same procedure was applied for
modeling the 3D structure of human actin based on
the structure of crystalline profilin-beta-actin (PDB code:
2BTF, resolution 2.55Å, R-value 0.199 obs) [10].

Model quality assessment

The first validation was carried out using Ramachandran
plot analysis computed with PROCHECK by checking
residue-by-residue stereochemical quality of the protein
structures. The analysis showed that residues of A.niger
RNase, 3D3Z, human actin and 2BTF in the most favorable
region were 100%, 86.5%, 94.8% and 84.4% and in the
additional allowed region were 0%, 13%, 4% and 13.3%,
respectively (Table 1 and Fig. 3a, b). The root mean squares
deviation (RMSD) between the Cα atom of the template
3D3Z and the model was 0.89Å and the template 2BTF and
the model was 0.92Å, which indicated high structural
homology. Thus, the selected structure of A.niger RNase

Fig. 3 (a) Ramachandran plot
of developed A.niger RNase,
total residues are 22, in which
18 residues in most favored
region (100%), end residues are
2, glycine and proline residues.
(b) Ramachandran plot of de-
veloped human actin, in which
309 residues in most favored
regio (94.8%), 13 residues are
additionally allowed regions
(4%), and reaming residues
generously allowed and disal-
lowed regions (0.6%)

Fig. 4 (a) Secondary structure
of developed model of human
actin. (b) Secondary structure of
A.niger RNase (22 peptide Se-
quence). (c) Superposition of the
average structure of human ac-
tin. The structures are presented
as cartoon diagram. The average
and the initial structure struc-
tures are colored green and
magenta purple, respectively
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and human actin were found to be reasonable and reliable
conformation was used for further protein docking. The
selected structures were depicted in Fig. 2a and b. The total
quality G-factor −0.2 indicated a good quality model
(acceptable values of the G-factor in PROCHECK are
between 0 and −0.5, with the best models displaying values
close to zero). The PROCHECK stereochemical analysis
showed no bad contacts and no bad scores for main-chain
or side-chain parameters.

The detailed secondary structural investigation of the
predicted human actin model with PDB sum, a secondary
structure prediction server revealed 70 (18.7%) residues
were in strands, 137 (36.5%) residues were in α-helices,

10 (2.7%) residues that were in 3–10 helix and 158
(42.1%) residues were in other conformations (Fig. 4a).
Similarly, PDB sum secondary structure of A.niger RNase
revealed 7 (31.8%) residues were in α-helices and 15 (68.2%)
residues were in other conformations (Fig. 4b). The tertiary
structure of human actin showed close resemblance to 2BTF
with a backbone RMSD value 0.58Å. It was found that
using the integrated sequence alignment tools and structural
superposition algorithms, a target sequence can be mapped
onto the modeling templates in one step. Then the initial
sequence alignment can be optimized manually while the
anticipated changes in the model backbone are reflected in
real-time in the displayed structural superposition. By

Fig. 5 (a) The ERRAT score for the human actin model is 86.104, the
backbone conformation and non-bonded interactions of human actin and
A.niger RNase homology models were all reasonable within a normal

range. (b) The 3D profiles verified results of predicted human actin. The
residues with positive compatibility score are reasonably folded

Table 2 WHAT IF stereochemical quality evaluation

Structure Avarage
package qualitya

Rotamer
normalityb χ1 χ2

Backbone
conformation

Bond
lengthc

Angled

RNase 3.124 −0.248 −2.362 0.919 1.300

3D3Z 0.785 0.202 −0.645 0.775 0.775

Actin 1.165 −1.908 −0.480 0.923 1.255

2BTF 1.890 −5.140 −1.097 0.964 1.992

a The average quality of 200 highly refined X-ray structures was −0.5±0.4
b The behavior of the these distribution is much that a Z-score below −2 (2 standard deviations way from the average) is poor, and a Z-score of less than −3 is of
concern; positive is better than average
c RMSD Z-score should be close to 1.0
d RMSD Z-score, more common values are around 1.55
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applying structural superposition and RMSD evaluations, our
model appears very similar to the experimental one. The
superposition of the average structure of the human actin with
the initial model did not show major structure conformational
changes in comparison to the initial model, which in turn is
consistent with the relatively low RMSD values (Fig. 4c). The
overall low RMSD values for backbone superposition reflect
the high structural conservation of this complex through
evolution, making it a good system for homology modeling.

ERRAT is a so-called “overall quality factor” for non-
bonded atomic interactions, and higher scores mean better
quality [21]. The normally accepted range for a high quality
model is >50 [36]. In the current case, the ERRAT score for
the human actin and A.niger RNase models were 86.104 and
84.615, respectively and fit well within the range of a high
quality model as shown in Fig. 5a. Whereas the ERRAT
score for the templates 2BTF and 3D3Z were 91.111 and
97.391, respectively (Table 1). Thus, the above analysis
suggests that the backbone conformation and non-bonded
interactions of human actin and A.niger RNase homology
models were all reasonable within a normal range.

The final evaluation of the built human actin structure
was checked by VERIFY 3D [24, 25]. The VERIFY 3D
analysis indicated a reasonably good sequence-to-structure
agreement because none of the amino acids had a negative
score (average score=0.36) as shown in Fig. 5b. It is to be
noted that compatibility scores above zero correspond to
acceptable side chain environment.

WHAT-IF is used to check the normality of the local
environment of amino acids [26]. For the WHAT-IF
evaluation, the quality of the distribution of atom types was
determined around amino fragments. For a reliable structure,
the WHAT-IF packing scores should be above −5.0 [22]. In
this case, none of the scores for each residue in the homology
model is lower than −5.0 as depicted in Table 2. Therefore, the
WHAT-IF evaluation also showed that the homology mode
structure was very reasonable. Analysis of the energy
minimized human actin model with WHAT-IF web interface
revealed that RMSD Z-Scores for bond angles and bond
lengths were all close to 1.0 and also within the limits of
templates. The interaction energy per residue was also
calculated by the PROSA2003 program [23]. In this analysis,

Fig. 6 (a) PROSA-web Z-
scores of all protein chains in
PDB determined by X-ray crys-
tallography (light blue) and
NMR spectroscopy (dark blue)
with respect to their length. The
Z-score of human actin was
present in the range represented
in large black dot. (b) Energy
plot for the predicted human
actin

Receptor protein Lead protein Cluster Solution RMSD from
reference
structure(Å)

Etotal
(kcal/mol)

Docked
energy
(kcal/mol)

Human actin A.niger RNase 1 1 0.614 −1.873 −2.333
2 3 0.489 −1.822 −6.442
3 4 0.698 −1.762 −8.117
4 5 0.232 −1.739 −6.363
5 6 0.984 −1.736 −5.204
6 7 0.389 −1.696 −8.332
7 10 0.704 −1.671 −8.496
8 11 0.654 −1.653 −9.930
9 14 0.562 −1.652 −2.366
10 16 0.617 −1.608 −8.369

Table 3 Protein-Protein Dock-
ing Results from HEX server
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the interaction energy of each residue with the remainder of a
protein was computed to judge whether it fulfills certain
energy criteria or not. The PROSA Z-Score indicates overall
model quality. Global analysis of the model human actin
with PROSA showed a Z-Score of −10.52, indicating no
significant deviation from typical native structures of similar
size as the template when compared with Z- Scores of −10.4
for 2BTF template. Figure 6a displays the PROSA2003
energy profiles calculated for the human actin model along
with the templates. The energy profile of the human actin
homology model was consistent with a reliable conformation
based on its similarity to that of the template 2BTF. Evaluation
of the energy minimized model of human actin with PROSA-
web revealed that the Z-score value was −10.52 (Fig. 6b) in
the range of native conformations of the crystal structures.
PROSA-web analysis (Fig. 2a) had showed that overall the
residue energy of the human actin model was largely
negative except for some peaks in the middle region.

Protein-protein docking

In order to understand the inhibition mechanism of A.niger
RNase on human actin, primary docking calculations were
performed with HEX. The goal of the initial stage of docking
is to generate as many near-native complex structures (hits)
as possible. The generated PDB file was analyzed for their
binding conformations. Analysis was based on Etotal or free
energy of binding, lowest docked energy, and calculated
RMSD values. For each approach, the number of hits, the
RMSD value of the best hit (with the lowest RMSD) based
on shape complementarity are listed in Table 3. The results
obtained from protein–protein docking algorithms were
satisfactory. The total clusters of docking conformations, with
the top 30 docked molecules showed negative binding
energies. Cluster 1 shows the energy and RMSD values to
be −1.873 kcal mol−1 and 0.614Å, respectively. Among all
docking clusters, rank 10, i.e., solution 16 gave the best
predicted binding free energy of −1.608 kcal mol−1 with
RMSD value of 0.617Å. A.niger RNase docking revealed

that the amino acids Ser16, Glu17, Asp18, Ala19, Thr20,
Tyr21, and Lys22 played vital role to bind the Glu195,
Ala231& 232, Lys236, Glu237, Tyr249, Ile250 and Glu253
of human actin (Fig. 7). The ball and stick model of A.niger
RNase is presented in Fig. 8a. The docking of A.niger RNase
and human actin is shown in Fig. 8b. Our in-silico experi-
ments demonstrate that A.niger RNase binds human actin,

Fig. 7 Interacting amino acid
residues on the RNase actin
and RNase proteins. The inter-
acting region of RNase is repre-
sented in blue color sticks and
the regions of human actin are
shown by cartoon in which
catalytic residues in spherical
form. The 3D structure of the
RNase and actin complex was
predicted by Protein docking
using HEX software

Fig. 8 (a) A.niger RNase represented in ball and stick form, in which
carbon-density blue, hydrogen-white, nitrogen-blue, oxygen-red and
sulfur-orange color. (b)Protein-protein docking interaction of A.niger
RNase represented in rainbow and human actin in vacuum electro-
static light blue white color
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and also is itself inhibits its function and thus may act as a
drug. Cumulatively, the evidence leads us to propose that
cell-surface actin may be a target for RNase in cancer cells.
Therefore, A.niger RNase may compete with angiogenin for
cell-surface actin and, in this manner, blocks the formation of
the actin-angiogenin complex required for cancer cell
organization and angiogenesis in developing neoplastic
tissue.

Conclusions

In this study, we have developed very high accurate 3D
models of human actin protein and A.niger RNase by
using the templates ACTBIND (PDB ID: 3D3Z) and
crystalline profilin-beta-actin (PDB ID: 2BTF), respectively
in Modeller9v5. This model has been qualified using several
validation methods, including PROCHECK, ERRAT,WHAT-
IF, PROSA2003 and VERIFY-3D. All evidences suggest that
the geometric quality of the backbone conformation, the
residue interaction, the residue contact and the energy profile
of the structure is well within the limits established for reliable
structures. The protein-protein docking study has been
elucidated for the purpose of finding anticancerous property
of A.niger RNase. The interaction energy of docking
between the A.niger RNase and human actin was calculated
and analyzed using the HEX server. The efficient binding of
A.niger RNase and human actin revealed that the proteins
could form hydrogen bond networks involving active amino
acid residues. Several amino acid residues including Ser16,
Glu17, Asp18, Ala19, Thr20, Tyr21, and Lys22 were
identified to exclusively contributive to the binding of A.
niger RNase to Glu195, Ala231 & 232, Lys236, Glu237,
Tyr249, Ile250, and Glu253 of human actin. The generated
homology model is expected to be useful for the structure-
based drug design against cancer.
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Abstract The YFF1 is a new universal molecular mechanic
force field designed for drug discovery purposes. The
electrostatic part of YFF1 has already been parameterized to
reproduce ab initio calculated dipole and quadrupole
moments. Now we report a parameterization of the van der
Waals interactions (vdW) for the same atom types that were
previously defined. The 6–12 Lennard-Jones potential terms
were parameterized against homodimerization energies
calculated at the MP2/6-31 G* level of theory. The Boys-
Bernardi counterpoise correction was employed to account
for the basis-set superposition error. As a source of structural

information we used about 2,400 neutral compounds from
the ZINC2007 database. About 6,600 homodimeric config-
urations were generated from this dataset. A special
“closure” procedure was designed to accelerate the param-
eters fitting. As a result, dimerization energies of small
organic compounds are reproduced with an average un-
signed error of 1.1 kcal mol-1. Although the primary goal of
this work was to parameterize nonbonded interactions,
bonded parameters were also derived, by fitting to PM6
semiempirically optimized geometries of approximately
20,000 compounds.

Keywords Force fields . Parameterization . Quantum
chemical calculations

Introduction

The common approach in biomolecular modeling is using
molecular mechanical force fields (FF): sets of prede-
fined functions and parameters derived from experimen-
tal data or high level ab initio calculations. There are a lot
of FFs that differs in parameterization sources, interaction
modeling functions and consequently field of applicability.
For instance, the MM2 parameterized to reproduce
conformational energies of hydrocarbons was then ex-
tended (MM3, MM4) to work with many other organic
molecules [1–4], OPLS [5, 6] was fitted against enthalpies
of vaporization. GROMOS [7] is designed for modeling
biomolecules in aqueous solutions. DRF90 [8] attempts to
introduce polarization in the form of effective polarizabil-
ity tensors, while AMBER [9] does the same with a point
charge flow approach, and CHARMM with the Drude
oscillator model [10]. However, it is difficult to guarantee
a reasonable accuracy of a FF for problems beyond its
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applicability area, which is primarily defined by parame-
terization.

The common technique of FF parameterization can be
traced back to the early 1980 with works of Allinger [11],
Weiner [12] and others contributors (see [13] for details).
The main idea had been to fit parameters for small datasets
of typical chemical compounds such as amines, acids,
ethers, hydrocarbons, amino acids, nucleic acids, etc., and
thus to come up with a limited set of chemical building
blocks. A drawback of that early approach was a
dependence of accuracy of calculated energy terms on the
similarity of treated molecules and building blocks used in
parameterization. Over the recent decade, such force fields
as AMBER [14], OPLS [5], CHARMM [15] have evolved
as ‘general purpose’ FFs that are less sensitive to such a
similarity. The main reasons of this trend is the wide spread
of virtual screening applications which raised a strong
practical interest to universal FFs as tools for unbiased
modeling of complexes of typical biological molecules
(which is a relatively tractable problem) with broad range
of various chemical substances (which is a challenge) [16].
Unfortunately, modifying of the present fragment parame-
terized FFs requires enormous amount of human efforts: to
maintain backward compatibility one has to process
manually numerous small sets of typical molecules [17].
The most popular fragment parameterized general FFs at
the moment are GAFF [18], CHARMM [17], CFF [19],
and MMFF [20].

Our motivation for a new FF development has been a
special interest in potential energies of intermolecular
interactions in molecular docking applications [21] as
well as a lack of intentionally parameterized universal FFs.
As universal we will refer to a FF which accuracy is
almost independent of similarity between an analyzed
molecule and all those used in parameterization. As YFF1
inherits accuracy and universality from the previously
developed Kirchhoff charge model (KCM) [22], here we
just add van-der-Waals (vdW) atom-specific and bonded
parameters. As a result, YFF1 can be thought as free of
any structural or functional group classification, and all
atomic, bond length, bond angles, improper and torsion
angle parameters are atom-wise with some electronic and
topological features taken into account (similarly to how it
was done in [23]).

Although binding free energy cannot be directly derived
from molecular mechanics potential energy, its relative
value can be approximately calculated by averaging of the
Coulomb and vdW interaction energies with linear interac-
tion energy (LIE) method [24, 25]. As averaging can be
taken either over the time or over the ensemble, a deeper
search in molecular docking configurations scanning
routine somewhat resembles the LIE approach. Thus we
assume a future growth of interest to fast but accurate

potential energy evaluations in virtual screening. As for
now, intermolecular energy is a common feature of scoring
functions of all most popular molecular docking suites:
DOCK [26], AutoDock [27], FlexX [28], Surflex [29],
GOLD [30], ICM [31] etc. Thus YFF1 is fitted to reproduce
gas-phase dimerization energies of drug-like compounds
calculated at the MP2/6-31 G* theory level. An exhaustive
study of water homodimerization energy [32] assumes that
the 6-31 G basis set overestimates potential energy by about
15% (~0.7 kcal mol-1) comparing with the 6-311 G and the
aug-cc-pVTZ. On the other hand, it is several times faster
and almost free of linear dependencies which often breaks
QM calculations. YFF1 needs some additional tuning for
using in condense phase studies, as it is known that about
30% of potential energy calculated in the gas-phase is
missing compared to that observed in the condensed phase
[16], [33], [34]. Some works [33] assume that diffuse
orbital overlaps beyond the vdW envelope are responsible
for this, but others suggest the presence of hydrogen bonds
with better electrons localization [34]. Still there is no
conventional scaling of gas-phase potential energies for
drug-design purposes, as the amount of hydrogen bonds at
the protein-ligand interface is smaller than in aqueous
media.

Materials and methods

Electrostatic interactions

YFF1 uses the same atom types as in the previously
published Kirchgoff charge model (KCM) [22], with
details given in Table S1 of Supporting information. It
inherits all parameters, and hence the accuracy of the
Coulomb interactions from the previous work, where they
were fitted to reproduce dipole and quadruple electric
moments calculated at the HF/6 G-311** theory level.
However, the KCM algorithm was modified in order to
adapt it to handle larger molecules. The fast KCM
(FKCM), which is now of a linear complexity with respect
to the number of atoms in a molecule, is made up with two
improvements. The first one is the so-called sparse matrix
representation of the internal bond hardness operator,
which maps effective atomic electronegativities onto point
charges. Performing only those multiplications that are
really necessary dramatically increases the efficiency of
the KCM in dealing with large molecules (represented by
highly sparse adjacency matrices). The second one is the
Sherman-Morrison formula [35] as applied to analytical
calculations of virtual chemical hardness. The Sherman-
Morrison formula computes the inverse of the sum of an
invertible matrix and the scaled dyadic product of two
vectors. As the hardness matrix is perturbed by a known
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dyadic product of two vectors, it is thus a linear function
of the scaling constant. So it is possible to calculate
analytically such a perturbation of a given unperturbed matrix
that satisfies the condition that its inverse perturbed product
with a given electronegativity vector equal to the formal
charge of a counter-ion. Although it allows analytical
expression for perturbations caused by only one virtual bond,
multiple perturbations can be calculated in a few iterations of
gradient optimization methods using once perturbed values as
an initial guess. More detailed description of FKCM is given
in Appendix A.

Van der Waals interactions

The vdW interactions were parameterized to fit homodime-
rization energies calculated at the MP2/6-31 G* level of
theory using the PC GAMESS/Firefly quantum chemical
package [36, 37]. Energy of homodimerization is the work
required to bring two identical molecules into close
proximity (homodimeric configuration) from infinite sepa-
ration in vacuum. For each homodimeric configuration the
Boys-Bernardi counterpoise BSSE correction [38] was
calculated. Homodimeric configurations were generated
by rigid-body molecular docking of monomers and selected
as configurations of the lowest potential energy calculated
by the current YFF1 parameterization. Monomers were
selected from 19,374 neutral compounds retrieved from the
ZINC2007 database [39], optimized with MOPAC2009
software using the PM6 semiempirical method [40]. The
minimization was performed with the PRECISE keyword.
For each optimized monomer, an energy gradient was
calculated with PC GAMESS/Firefly at the MP2/6-31 G*
level, and only those were accepted, which had the gradient
norm less than 1 Hartree/Bohr. As a global optimization
routine for the parameter fit, we used the Nelder-Mead
simplex method [41].

Bonded interactions fit (see Appendix B for details)

The hard bonded terms were parameterized on the basis of
19,374 monomers which optimized and distorted energies
were calculated with the PM6 method. The soft bonded
terms, dihedral angles were entirely borrowed from the
MMFF94 force field [20]. Alternatively, one can consider
borrowing the bonded parameters from other force fields, as
used to be done elsewhere [8].

Dimeric dataset generation

A rigid body molecular docking was used to generate a
training set suitable for fitting van der Waals parameters.
For each accepted monomer the coordinates (in the center
of mass frame) were used for making homodimers with the

second monomer placed by rotational and translational
changes of the first monomer coordinates:

r0 ¼ Rx a1ð ÞRy b1ð Þr þ Rx a2ð ÞRy b2ð Þ l �~t� �
; ð1Þ

where r′ is the vector of atomic coordinates of second
monomer, r is the vector of atomic coordinates of the first,
static monomer, Rx is the matrix that rotates coordinate
vectors around the (1,0,0) vector by angle α, Ry is the
matrix that rotates coordinate vectors around the (0,1,0)
vector by angle β, α1, β1, α2, β2 are the rotation angles, l is
the distance between monomers centers of mass, and t is the
(0,0,1) vector. This five-dimensional space was sampled in
12 points along each axis to form a tractable for exhaustive
search multitude of 62,208 configurations per monomer,
formed by exhaustive rigid body rotations (with the step of
π/6) and center-of-mass translations (with 1Å steps) from 0
to 12Å.

Results and discussion

The force field

YFF1 is aimed to work in the internal cycles of molecular
docking algorithms and thus to model atomic pair-wise
interactions in a very accurate manner. For these purposes,
the nonbonded terms are of primary interest, while the
bonded one (except soft bonded) would be of less
importance, as docking algorithms usually perform searches
in internal coordinates. Our choice for the nonbonded
interactions is the well-known 6–12 Lennard-Jones poten-
tial as well as the classical nonpolarizable expression for
the Coulomb interactions. For bonded interactions the
robust harmonic potential functions were accepted. Similar
energy terms are used in most of modern force fields and
they normally provide reasonable structures in a majority of
practical cases. The exact formulation of the YFF1 is as
follows:

U ¼ Uel þ Uvdw þ Uimprs þ Utors þ Uangle þ Ubond

Ubond ¼ Kb r � r0ð Þ2
Uangle ¼ Ka a � a0lð Þ2
Utors ¼ Kφ1 cosφ� Kφ2 cos 2φþ Kφ3 cos 3φ
Uimprs ¼ Kiφ2

Uel ¼ K qiqj
r2

Uvdw ¼ AiAj

r12 � BiBj

r6

ð2Þ

In this study we are focused on the parameterization of
nonbonded interactions and, therefore, refer to a FF
parameterization as to a fit of Lennard-Jones parameters,
unless otherwise stated. So we need to parameterize in (2)
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one repulsive constant A and one attractive constant B per
atom type. However, in practice, nonbonded energies are
not evaluated strictly as it described there. For the sake of
calculation speedup, explicit square matrices of A and B
constants are formed and then pair-wise energies are
evaluated in the following way:

Uvdw ¼ A
»

ijr
�6
ij � B

»

ij

� �
r�6
ij ; ð3Þ

where the asterisk means a pre-calculated pair-wise value.
Thus one can consider a FF parameterization as finding
values of all elements in the A* and B* matrices (i.e., N(N+
1) parameters, where N is the number of the FF atom
types). If one obtains parameters in the form of (2),
relatively ‘rigid’ but easily extendable FF can be produced
(i.e., it is quite easy to add new atom types into an FF).
Alternatively, it is possible to parameterize FF more
accurately by fitting all N(N+1) parameters in the form of
(3), but the ability to extend such FF without total re-
parameterization would be lost. Moreover, fitting all A*
and B* is coupled with a dramatic increase in the number
of parameters and thus with a significant reduction of the
fitting routine efficiency. This is why the current parame-
terization chooses an intermediate way. The kernel of the
FF is built according to (2), i.e., appropriate A and B
constant are sought for every atom. In addition, for the B*
matrix elements, which correspond to hydrogen donor-
acceptors and to some most frequently occurred atom pairs,
particular Bij values were fitted (totally 74 additional Bij

values). This choice is supported by the fact that the B
constants are more diverse. In addition, this approach
allows one to remove to some extent the bias caused by
an uneven distribution of atom types.

Fitting strategy

Obviously, empirical FFs, irrespective of parameterization
details, cannot arbitrarily accurately approximate QM
energies. Thus the goal is to find a natural limit of the
accuracy with the intent to minimize amount of expensive
quantum chemical calculations. In other words, it is a
search for the smallest set of homodimeric structures that
would be “closed” (mathematically speaking) with respect
to the parameterization routine. This is such a minimal set
of molecular configurations for which the best fitted
parameters again lead to the members of the same set in
search for global energy minima. The search for a “closed”
configurations set and for the corresponding parameters is
realized as an iterative procedure.

Let assume a training set at an ith iteration. For this
training set the best parameters are fitted to interpolate a
QM potential energy. Then a search for global energy

minimum with the newly acquired parameters reveals some
amount of new configurations that were not considered
previously. If this amount is reasonably big, the algo-
rithm has to do the (i+1)th fitting iteration. Otherwise,
this set of parameters generates a set of configurations that
is “closed” with respect to parameterization and the
parameterization routine stops. The parameters obtained
are considered as the best for this closed set and the
corresponding accuracy will be the limit of accuracy for a
given FF. The only condition one needs to satisfy is a
reasonable amount of configurations considered with an
exhaustive search while looking for a global minimum. On
the one hand, it has to be large enough to represent a vast
variety of possible dimeric configurations, but on the other
hand it has to be reasonably small to scan it exhaustively
with modern computers (otherwise the set can be closed
by luck). A rigid-body molecular docking procedure was
used to scan the configuration space spanned by approx-
imately 6.2·104 points per dimer. Parameters borrowed
from GROMOS96 [7] were used as an initial guess and
initial training set was an empty set. The Nelder-Mead
simplex method was used as a fitting routine. This method
is known for producing good results in problems of global
minimization and it does not require a gradient of the
object function. Although simplex is a rather slow method,
it is not a problem, because the greatest computational
complexity of the protocol is ab initio calculations of
dimerization energy.

The main task to be solved at each iteration is to find the
best parameters for the interpolation of quantum chemical
energies. To obtain new parameters three consecutive
simplex runs were applied. The first simplex run takes the
previous FF’s kernel for an updated set of dimeric
configurations and optimizing the additional Bij parameters
only. The second simplex run updates the kernel itself by
changing atom’s B and A constants while keeping the Bij

parameters frozen. New kernel parameters and additional
corrections are then optimized simultaneously at the third
simplex run. The lowest final point of a previous simplex in
series is then used as an initial condition for the next one.
The following objective function was used for simplex
optimization:

s ¼
X

i

UQM
i � UFF

i

���
��� > 0:24 ln 4:1842 � UQM

i � UFF
i

� �2
� �	 
2

UQM
i � UFF

i

���
��� � 0:24 0

8
><

>:

ð4Þ

where UQM is the quantum chemically calculated dimeriza-
tion energy, UFF is the force field calculated dimerization
energy, and index i runs over all configurations in the
dataset. This function avoids biases of small fraction of
configurations interpolated with greater errors. On the other
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hand, it is still sensitive to the absolute value of error.
Interpolation errors below 0.24 kcal mol-1·were ignored to
avoid a negative score.

The only serious problem that such strategy would run
into is the difference in the description of molecular
systems on the molecular mechanical and quantum
mechanical levels. As an example, two molecules that
are located too close at quantum chemical level might be
treated as a transition state of a chemical reaction, but for
molecular mechanics it is just an elastic collision of two
molecules. To handle this discrepancy, all dimeric
configurations were rejected if monomers were located
too close and the FF interpolation energies differed
significantly (about two orders of magnitude) from those
calculated ab initio. After deleting such “outliers” the fit
was repeated. Only one deleting procedure was applied at
each iteration, and only those configurations were deleted
that had been added during the current iteration. As the
procedure converges, the amount of such colliding dimers
vanishes.

Dataset generation

This sort of iterative parameterization protocol requires
high quality homodimerization energies. They cannot be
good unless monomers used for rigid docking are
themselves properly minimized. The computational
complexity of energy minimization at high levels of ab
initio theory prohibits optimization of high-throughput
generated complexes. Thus our homodimeric dataset
could suffer of two problems: (i) insufficient geometry
optimization of monomers, and (ii) neglecting geometry
perturbations on the complex formation. Since the second
problem is inevitable because of the prohibitive complex-
ity of quantum chemical calculations, there is no special
reason to spend resources to generate exceedingly
accurate monomeric geometries. The latter should be
“not too bad” to avoid significant errors on the complex
formation. So we minimized geometries of ca. 20,000
neutral compounds retrieved from the ZINC2007 data-
base using the semi-empirical method PM6 implemented
in MOPAC2009 software. As for any nontrivial com-
pound several local minimums exist and gradient optimi-
zation reveals only closest local one, the training set was
generated using monomers at local, not necessary global,
minima. Then energy gradients were calculated at the
MP2/6-31 G* level of theory with PC GAMESS/Firefly
software. For the parameterization purposes we have
selected 2,396 monomers with the gradient norm less
than 1.0 Hartree/Bohr. The ZINC2007 database is a
reliable source of typical compounds used in drug design
and thus typically passed through virtual screening and
molecular docking software which YFF1 is designed for.

Iterative fit results

The iterative fit results are given in Table 1. At the initial
iteration dimer formation was constrained so distances
between two closest atoms of different molecules were
greater than 3Å plus the sum of their van der Waals radii.
With this constraint, generated configurations were a priory
“not too bad” in terms of dimerization energy (i.e., without
overlaps) and thus positive features were inherited from
GROMOS96. Due to the absence of restrictions at the
second iteration the algorithm eventually meets “bad”
configurations. These usually appear due to atoms overlaps.
Thus approximately 200 overlapping configurations were
discarded at the second iteration. All subsequent iterations
were done to find a compromise between “bad” over-
lapping configurations and the increasing strength of
interactions on atoms coming closer to each other. The
convergence criterion is the number of newly generated
unique configurations at the current iteration. It decreases
quickly rendering a super-linear convergence. After the
fifth iteration new configurations were only a small fraction
(92 unique configurations) of the entire monomers set. The
changes in parameters are made accordingly to the number
of new dimeric structures and were almost frozen.

The final YFF1 parameters are listed in Table S1 of the
Supporting information along with the Coulomb parameters
and atom type descriptions. Figure 1 illustrates accuracy of
homodimeric QM energy interpolation with YFF1. The
mean unsigned error of the fit is 1.10 kcal mol-1 (the
average square error 2.94 kcal2 mol-2), with the deletion of
0.5 % of the strongest outliers (34 configurations) taken
into account. These configurations are due to the discrep-
ancy between the quantum chemical and force field
descriptions and are scored on average by chance at the
iterations where they appeared and were not deleted.

Parameters

As YFF1 tends to have universally fitted parameters, their
errors do not depend on the chemical nature of a molecule.

Table 1 Iterative fit of parameters

Iteration number 1 2 3 4 5

Total number
of configurations

2,396 4,308 5,611 6,354 6,606

Average fit error,
kcal/mol/mol

1.08 1.30 1.17 1.18 1.18

Average fit square
error, kcal2/mol2

3.11 11.44 4.84 5.22 5.22

Number of added
configurations

2,396 2,092 1,346 753 252

Number of deleted
configurations

0 180 43 10 0
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There is no correlation between the value of the YFF1
dimerization energy error and either the van der Waals
energy (in the Lennard-Jones form) or the Coulomb
interaction energy, which stabilize the dimers. Moreover,
there is no correlation between the error and the presence of
the biologically important π-π stacking interactions. The
stacking component cannot be directly extracted from
quantum chemical energies. However, the information on
a significant number of closely spaced molecular orbitals
can be deduced by the comparison of BSSE corrections and
energies of single monomers. There is also no correlation
between the YFF1 dimerization energy error and the value
of BSSE correction compared to the twice as the single
monomer energy (both monomers’ electronic energies are
the same because dimeric configurations are made via a

rigid body docking). BSSE corrections itself are essential for
the evaluation of dimerization energy, because the average
difference between the sum of BSSE energy corrections for
bothmonomers and the twice asmonomer energy is −9.14 kcal
mol-1 for the closed training set (~137 % of the average
dimerization energy). The dimerization energies are usually
overestimated unless BSSE corrections are subtracted.

The distances between atoms used for the parameter-
ization densely cover the range from 2.0 to 12.0Å (see
Fig. 2). The majority (approximately 4·106) of the
interacting atom pairs are separated by 5.0 - 8.0Å,
although the majority of dimerization energies is sourced
from distances of 4.0 – 6.0Å. The dense distribution of
both energy and atoms along with the uniform errors
distribution suggests the YFF1 is able to reliably evaluate
pair interactions in the range of 3.0 – 11.0Å.

Cation-π interactions

The incorporating of cation-π interactions is somewhat an
ad hoc procedure to the parameterization; it was added
separately after a high-throughput fitting. Cation-π inter-
actions can be naturally incorporated into YFF1 by varying
the repulsive exponent Aij of the charged nitrogen atom (the
only allowed cationic groups in the YFF1 are R-NH3

+, R-
CN2H4

+ and R=NH+) and the aromatic carbon atoms. This
approach resembles the way we introduced the additional
set of Bij parameters. To fit the Aij of charged N and
aromatic carbon atoms we calculated single point energies
for complexes of benzene with methylamine, tetra-
methylammonium cation, amidinium CH3-C

+(NH2)2, and
guanidinium. The cationic N+sp3 species were placed in the
middle of the benzene ring facing to it with the charged
nitrogen. The N+ sp2 molecules were oriented coplanar to
the benzene ring with the resonating carbon atom above the
center. Then the molecules were shifted along the normal of
the aromatic ring plane. The distances (in Å) between the
aromatic ring plane and the charged nitrogen (the guanidine
group plane) as well as the fitted energy corrections (kcal
mol-1) are listed in Table 2.

The accuracy of the fitting of cation-π interactions grows
as the molecules move closer to each other. For the compact
RNH3

+ group the correction is almost sufficient, but it is
very difficult to improve accuracy for the larger tetramethyl
ammonium cation by the variation of only one atom
repulsion exponent. The guanidinium and amidinium
groups, having three and two nitrogen atoms respectively,
fit perfectly at the distances smaller than 6Å. As for longer
distances, i.e., 5Å and longer, the error is not so important,
because the values calculated in vacuum have to be scaled
for drug-design applications by the dielectric constant of
water (i.e., 78 times reduced). As YFF1 model cation-π
interactions as some kind of a van-der-Waals term, they are
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not scaled. Thus this cation-π interaction model suggests a
polar (aqueous) environment, if the distance between the
resonance system and the cation become 5.0Å or more, as
well as corrects interactions at closer distances reasonably
well. The Aij corrections for cation-π interactions in YFF1
(which covers only RNH3

+ and RC(NH2)2
+) are given in

Table S2 of Supporting information.

Validation with heterodimers

To evaluate the force field accuracy for configurations not
present in the training set, we formed a validation dataset of

244 heterodimeric configurations using monomers used in
the parameterization. In order to maximize the variability of
the validation set we used each monomer only once (488
unique monomers were randomly selected and coupled).
Heterodimer energies were calculated at both the ab initio
(MP2/6-31 G* with a BSSE correction) and the force field
level (see Fig. 3). The average unsigned error for the
validation set is 0.94 kcal mol-1 (the average square error is
1.71 kcal2 mol-2), which is even less than those of the
training set. The average dimerization energy of the
validation set is 7.43 kcal mol-1 (the average square is
58.34 kcal2 mol-2), which is even larger than those for the
training set (see Table S3 for details). These values attest a
satisfactory validation of the fitted parameters.

United-atom model

Because of the accuracy reasons, YFF1 is designed as an
all-atom force field. However, we have also fitted a united-
atom version, as it may be desirable to speed up some
particular applications. Here, we however preserve aromatic
hydrogen atom types, as they are required for a proper
treatment of cation-π interactions in the YFF (otherwise
cations would be able to be attracted to the tangential side
of aromatic rings). Thus four new atom types were added:
CH1 (aliphatic carbon with one hydrogen atom attached),
CH2 (aliphatic carbon with two hydrogen atoms at-
tached), CH3 (aliphatic carbon with three hydrogen
atoms attached), CR (an sp2 coordinated carbon with
one or two hydrogen atom attached). To fit parameters of
these atoms we neither performed the iterative FF
convergence nor parameterized a new charge model. For
the Coulomb interactions we simply sum up charges of all
hydrogen atoms to condense them onto the corresponding
carbon atom. For the Lennard-Jones parameters we used a
closed all-atomic set of homodimeric configurations and
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Fig. 3 Force field vs. quantum chemical dimerization energies (kcal
mol-1)·of the heterodimeric validation set

Table 2 Cation-π interaction energies in kcal mol-1

r, Å CH3-NH3
+ (CH3)4-N

+ CH3-C(NH2)2
+ C(NH2)3

+

QC FF FF0 QC FF FF0 QC FF FF0 QC FF FF0

2 70.53 1469 2731 310.72 37402 40327 193.58 2007 974

3 -13.04 -9.18 22.88 120.45 889.22 921.25 9.82 9.57 53.22 0.88 0.64 -11.67

4 -8.59 -0.95 0.69 -5.63 -0.04 1.60 -6.38 -6.14 -4.08 -5.25 -5.31 -5.83

5 -4.64 -0.14 0.01 -6.21 -1.08 -0.94 -3.97 -1.77 -1.58 -3.26 -1.97 -2.01

6 -2.73 -0.04 -0.02 -3.41 -0.40 -0.38 -2.38 -0.64 -0.61 -2.05 -0.77 -0.78

7 -1.74 -0.01 -0.01 -2.03 -0.16 -0.16 -1.54 -0.27 -0.27 -1.38 -0.34 -0.34

8 -1.17 -0.01 0.00 -1.32 -0.07 -0.07 -1.06 -0.13 -0.13 -0.98 -0.16 -0.16

9 -0.83 0.00 0.00 -0.91 -0.04 -0.04 -0.76 -0.07 -0.06 -0.91 -0.04 -0.04

QC is the quantum chemical dimerization energy calculated at MP2/6-31 G*, FF is the YFF1 energy corrected by the additional Aij parameter for
the aromatic carbon – charged nitrogen pair, and FF0 is the YFF1 dimerization energy without correction
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found parameters that were the best in interpolating the
quantum chemical energies. Parameters of all atoms were
taken from the optimized all-atom YFF1, thus we fitted
only repulsive and attractive constants for four new atoms
as well as the Bij corrections matrix for all interactions
between the united atom types. Simplex method was used
for fitting, as described above. As expected, a small drop
of accuracy comparing to the all-atom model was found.
The average unsigned error after deleting 0.5 % of strong
outliers for the united-atom model was 1.19 kcal mol-1 and
the average square error as 3.25 kcal2 mol-2. The best
fitted parameters for these united-atom types are listed in
Table S1, whereas those for the correction Bij matrix in
Table S2 of the Supporting information.

Conclusions

In this work we report a nonbonded parameterization for
the YFF1 force field. A training set of ca. 2,400 molecules
(represented by ca. 6,600 configurations) was processed to
calculate homodimerization energies at the MP2/6-31 G*
level of theory with the Boys-Bernardi counterpoise BSSE
correction. The new parameterization reproduces the high
level quantum chemical energies with the average unsigned
error as small as 1.10 kcal mol-1. A validation set of 244
heterodimer configurations demonstrated an even lower
unsigned average error of 0.94 kcal mol-1. YFF1 is
furnished with simple harmonic bonded terms, the 6–12
Lennard-Jones potential, and the classic Coulomb potential.
YFF1 also has an improved nonbonded parameterization
due to a special treatment of attractive constants of the most
frequently occurred atomic pairs. Also special parameters
are used for pair-wise repulsive exponents to model cation-
π interactions. The proposed model of cation-π interactions
works well at the distances of 2.0 - 5.0Å, but somewhat
underestimates energies at larger distances. Parameteriza-
tion of the Coulomb interactions was done previously by
fitting against dipole and quadruple moments calculated at
HF/6 G-311** theory level. Hard bonded parameters are
derived from geometrical distortions calculated at the PM6
semiempirical method. Soft bonded parameters are entirely
borrowed from MMFF94 where they were fitted to
reproduce MP2/6 G-31* conformations energies. The
intended primary functionality of YFF1 is as an all-atomic
force field, but a united-atom model was parameterized as
well.

Our parameterization suggests YFF1 as a good choice
for fast but accurate evaluation of potential energies in
configuration scanning routines of molecular docking
software. It can also be used to minimize compounds
geometry in gas phase. It is of interest for constructing of
semi-explicit solvent shells (where the first water layer

molecules are placed explicitly, while all other are treated
implicitly) around complexes being docked. Particularly,
YFF1 is implemented as a part of our in-house Y_DOCK
software for molecular docking, which will be reported
separately.

Acknowledgments We thank Dr Alex Granovsky for help with QM
calculations.

Appendix A

FKCM (fast Kirchhoff charge model) formalism

Given a molecule of n atoms joined with m bonds. The
internal structure operator matrix A is formed as:
A ¼ I þP

bijuij � uij, where I is the nxn identity matrix, bij
is the bond weight (inverse bond hardness), � denotes tensor
product, and uij is an n-vector such that uk ¼ �dkj þ dki (i.e.
its k-th element is −1 if k=j, +1 if k=i and 0 otherwise). The
KCM equation now reads:

A�1:# ¼ qþ # ða:1Þ

where q is a charge vector and χ is an electronegativity
vector. The solution of (a.1) is:

q ¼ A�1 � I
� �

:#; ða:2Þ

If a molecule does not have any virtual counter-ions,
then (a.2) is a straightforward solution. Otherwise operator
A has to be perturbed in order to satisfy formal counter-ions
charges ± Ze, where Z is counter-ion’s core charge. For
once perturbed A corresponding bil value (where l denotes
the counter-ion index in charges vector) can be calculated
analytically using the Sherman-Morrison formula:

Aþ biluil � uilð Þ�1 ¼ A�1 � bilA�1:uil � uTil :A
�1

1þ biluTil :A
�1:uil

¼ A�1 � bilvil � vil
1þ biluTil :vil

ða:3Þ

where vil ¼ A�1:uil. The final perturbation equation is
obtained by setting Ql as a formal charge of the virtual
counter-ion and substituting (a.3) into (a.1):

A�1# � biivil � vil:#

1þ biluTil :vil
¼ # l � bilKil

1þ bilkil
¼ Ql þ # l;

bilKil

1þ bilkil
¼ �Ql:

ða:4Þ

because the lth row (column) of A and (A-1 as well) consists
of only diagonal element 1, kil ¼ uTil :vil ¼ 1þ vil i½ �, (where
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square brackets denote the ith component of vil vector) and
Kil ¼ vTil � vil:# ¼ # l � vTil :# again because of only unit
diagonal element of lth row in A. The solution of (a.4) is
then:

bil ¼ � Ql

Kil þ kilQl
¼ � Ql

# l � vil:# þ Ql 1þ vil½i�ð Þ : ða:5Þ

For multiple virtual bonds in a molecule solution (a.5)
should be applied to all virtual bonds in the system (i.e.,
scales linearly) to calculate initial once perturbed guesses.
In case of multiple bonds joined to the same virtual
counter-ion it is recommended to use

vim

Q
Q , 

where mvi is the number of bonds attached to the given
counter-ion (the approximation of an equivalent charge
transfer). Initial guesses are then iteratively optimized to
cope with the cross-perturbations in virtual hardnesses.
Such optimization can be carried out with any suitable
routine, particularly, l-BFGS method [42] is recommended
to optimize initial perturbation guesses for cross-
perturbation caused by multiple virtual hardness of the big
protein molecule. Gradient of square charge’s error over
virtual hardnesses (derived from a.5) is only needed for l-
BFGS routine:

AðbÞ�1:# ¼ Q2þ # !
Q2!Q

eðbÞ ¼ P
AðbÞ�1:# � # � Q

� �2
! 0;

@ei
@bl

¼ �2 A�1:#ð Þi � # i � Qi

� �
A�1 @A

@bl
A�1:# ¼ �2

ffiffiffiffi
ei

p
A�1 uil � uilð ÞA�1:#;

@ei
@bl

¼ �2 ql � # l � Qlð Þ � vl nþ l½ � � vl � #ð Þ;
ða:6Þ

where ql ¼ A�1:#ð Þ½nþ l�.

Appendix B

Fit of bonded interactions

PM6 semi-empirical method was a method against which
parameters of hard bonded (HB) terms were fitted. Small
geometrical distortions were used as a source of parame-
terization. As distortions are small enough, distances
between atoms vary insignificantly and, hence, the non-
bonded and soft bonded (SB) energies vary negligible
enough to be treated as constant. Consequently, energy
differences generated by small geometrical distortions can
be considered as those caused by HB only. The deformation
energy thus can be expressed as the second term of Taylor’s
series of geometrical distortions (bond lengths r, normal
and improper angles, α and 8):

Ub � 1

2

X @2U

@ rj j2 r � r0ð Þ2 þ 1

2

X @2U

@a2
a � a0ð Þ2 þ 1

2

X @2U

@φ2
φ2;

ðb:1Þ
where U is the potential energy, r is the bond vector, α
are the bond angles and φ are the improper angles, the
lower index 0 denotes the value in an energy minimum,
and Ub is the distortion energy. Small geometrical
distortions were generated by shifting each atomic
coordinate away from the optimized geometry by a
randomly chosen vector of the 0.05Å length. Relative
energies of distorted geometries were then calculated
using MOPAC2009 software. These relative distortion
energies can be written as Ud-U0 = Ub, where U0 is
energy of minimum and Ud is the energy of distorted
geometry. As all energies in (b.1) depend linearly on the
second energy derivatives over geometrical changes, the
equation can be rewritten in the matrix form as:

A:x ¼ y ðb:2Þ

Unsigned average deviations

Angles H C N O F P S Cl Br I

H 0.55 1.03 1.56 0.21 0.11

C 1.25 0.55 1.25 1.51 0.98 0.34 1.15 1.49 0.58 0.97 0.87

N 1.97 1.03 1.51 1.26 0.46 1.48 1.42 0.02

O 1.41 1.56 0.98 0.46 0.07 2.28 0.52

F 0.34

P 4.14 0.21 1.15 1.48 2.28 0.67

S 1.63 0.11 1.49 1.42 0.52 0.67 0.73

Cl 0.58 0.02

Br 0.97

I 0.87

Table 3 Unsigned average
deviation in HB from PM6 local
minima

Deviation of angles (in
degreases) and bonds (in pm)
for different pairs of chemical
atoms
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Here A is a matrix of squares of geometric distortions
(ith row describes geometry distortions of an ith compound
of the training set), x is the vector of second energy
derivatives over geometric distortions (i-th element of x
means the ith FF parameter), and y is the vector of
distortion energy calculated using PM6 (ith element of
which means distortions of the ith compound).

System (b.2) was solved by the least squares method.
During visual inspection of results we found that many
of the rare parameters (encountered in less than 1 % of
molecules) are often negative and/or unreasonably high
in their absolute values. To cope with such artifacts
parameters were manually adjusted: all outliers were set
to corresponding values of carbon parameters (bonds to
spring constant of C-C bond, angles to C-C-C angle and
improper dihedrals to C-C-C-C). Then l-BFGS method
was applied to optimize discrepancy between distortion
energies:

s ¼ y� Aexð Þ2; exi ¼ xij j: ðb:3Þ

l-BFGS routine had improved squared error value of (b.3) from
the initial 1.43·106 to the final 5.69·104 kcal mol-1 per set in
2·104 steps. Final correlation between Ax product and energy
distortions was as high as 0.97. HB parameters (stored in
Tables S4, 5 and 6 of Supporting information) are: fitted
average bond spring constant is ~240 kcal mol-1·Å-2, average
bond angle force constant is ~0.05 kcal mol-1·deg-2 and
average improper angle parameter is ~0.0025 kcal mol-1·deg-2.
Average distortion energy over the set is +29.35 kcal mol-1.

Parameterization of torsion barriers was perfectly made
by Halgren and coworkers against conformation energies
calculated at MP2/6-31 G* level of theory. Thus YFF1
entirely borrowed torsions parameterization and energy
terms from MMFF94. For each of MMFF94 torsion angles
the most appropriate atom types of YFF1 was substituted
manually. Torsion energy expression of MMFF94 is taken
into YFF1 without charges. The resulting YFF1’s SB
parameters are given in Tables S7 of the Supporting
information.

To validate bonded interactions in YFF1 we re-
minimized to nearest minima all monomers whose PM6
geometry has gradient norm less than 2 Hartree/Bohr at
MP2/6 G-31* theory level (total 10438 compounds).
Table 3 illustrates how far YFF1 optimized geometries in
gas phase are comparing to those of PM6. Average
unsigned error in bonds length is ~0.015 A, average
unsigned error in angles is ~2 degrees, improper torsions
are always very close to zero (data not shown), average
root mean square deviation between structures at PM6
minima and YFF1 is only 0.04087 A2. Although YFF1

geometry is somewhat robust it is sufficient for drug
design purposes.
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Abstract Three consensus 3D-QSAR (c-3D-QSAR) models
were built for 38, 34, and 78 inhibitors of β-secretase,
histone deacetylase, and farnesyltransferase, respectively.
To build an individual 3D-QSAR model, the structures of
an inhibitor series are aligned through docking of a
protein receptor into the active site using the program
GOLD. CoMFA, CoMSIA, and Catalyst are then per-
formed for the training set of each structurally aligned
inhibitor series to obtain a 3D-QSAR model. Since the
consensus in features identified is high for the same
pharmacophore features selected for building a 3D-QSAR
model by a 3D-QSAR method, a c-3D-QSAR model for
each inhibitor series is constructed by combining the
pharmacophore features selected for building the 3D-QSAR
model using the SYBYL spread sheet and PLS module.
Each c-3D-QSAR pharmacophore model built was
examined visually and compared with that obtained by
simultaneous mapping of the corresponding 3D-QSAR
pharmacophores built onto a selected inhibitor structure.
It was found that the c-3D-QSAR model built for an
inhibitor series improves not only the overall prediction
statistics for both training and test sets but also the
prediction accuracy for some less active inhibitors of the
series.

Keywords 3D-QSAR . CoMFA . CoMSIA . Catalyst .

GOLD . Consensus QSAR

Introduction

Alzheimer’s disease (AD) is a debilitating disease that
patients often suffer for several years or even longer; hence,
treatment is costly [1]. It is well established that AD stems
from the accumulation of 40/42-residue amyloid β-peptide
(Aβ), leading to the formation of insoluble plaques in the
brain [2]. Aβ is produced through first cleavage of a
membrane amyloid precursor protein (APP) by a protease
known as β-secretase, which has been identified and
designated as the membrane-anchored aspartic protease
BACE-1 [2–4]. The matured Aβ is then generated by a
second cleavage at the C-terminus by γ-secretase [2, 3]. It
has been shown that BACE-1 knockout mice are unable
to produce Aβ either from endogenous APP or a
mutant human APP transgene [5]. This establishes
BACE-1 as a potential drug target for developing
therapeutic agents for treating this dreadful and prevalent
disease. Recently, Iserloh et al. [6] have performed
extensive structure–activity relationship studies on both
pyrrolidine and piperidine classes of compounds as
BACE-1 inhibitors. Lindsley et al. [7] designed and
synthesized some tertiary macrocyclic carbinamines as
BACE-1 inhibitors. Moreover, a series of isophthalamide
derivatives have been synthesized and evaluated by
Stachel et al. [8], and were shown to be potent and
selective BACE-1 inhibitors. Most BACE-1 inhibitors
reported to date are of the peptidomimetic type and have
been reviewed in the literature [9]. However, Geschwindner
et al. [10] have used a fragment-based technique to find
some novel small-molecule BACE-1 inhibitors. By applying
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a tethering technique to the X-ray crystal structures of some
BACE-1 mutant-disulfide conjugates, Yang et al. [11]
synthesized a series of nonpeptidic BACE-1 inhibitors
based on the central aminobenzylpiperidine moiety. Two
well-known three-dimensional quantitative structure-activity
relationship (3D-QSAR) methods, namely comparative
molecular field analysis (CoMFA) [12] and comparative
molecular similarity indices analysis (CoMSIA) [13] were
used by Pandey et al. [14] with 43 hydroxyethylamine
derivatives as potent BACE-1 inhibitors to build some
pharmacophore models for the enzyme.

Zinc (Zn2+)-dependent histone deacetylases (HDACs)
are found to be overexpressed in several cancer types [15].
The acetylation of lysine residues in nucleosomal histones
is mediated by HDACs [15–17]. Therefore, these enzymes
are responsible for controlling gene expression and cell
cycle progression [16, 17]. Inhibition of HDACs by some
antitumor agents such as trichostatin A (TSA) [18],
suberoylanilide hydroxamic acid (SAHA) [19], PXD-101
[20], and MS-275 [21] is found to inhibit cell growth,
induce terminal differentiation in tumor cells, and prevent
the formation of malignant tumors. There is also
evidence indicating that HDAC inhibitors can be used
as effective therapeutic agents to treat some inflammative
and neurodegenerative diseases [22]. HDACs are classified
structurally and functionally into several classes, namely
class I (HDAC 1–3 and 8), class II (HDAC 4–7, 9 and 10),
class IV (HDAC 11), and class III [23]. The class III
HDACs are also zinc-dependent but are structurally
distinct from the other classes and require the cofactor
NAD+ for their deacetylase function. Most of the HDAC
inhibitors published to date, such as panobinostat, belinostat
and vorinostat (formerly known as SAHA [24], and approved
by FDA for the treatment of cutaneous T-cell lymphoma),
contain a hydroxamic acid group. There are also non-
hydroxamic acid-based inhibitors being developed that
include 2-aminophenylamide MS-275 [25] and dithiol
FK228 [26]; both are currently in clinical trials. Most of
these inhibitors hit a subset of both class I and II or, as in the
case of 2-aminophenylamides [25] show selectivity versus
class I HDACs. However, all of these inhibitors elicit
similar adverse effects, mainly fatigue, nausea, vomiting,
and diarrhea, that become dose-limiting in clinical trials.
A QSAR study published by Wang et al. [27] on some
TSA- and SAHA-like hydroxamic-acid-based compounds
has shown that the shape and area of these molecules are
important for their biological activity. Using a data set of
124 compounds, Xie et al. [28] have shown that van der
Waals surface area and hydrophobicity are important
parameters required for biological activity. To build a 3D
pharmacophore model, Juvale et al. [29] have employed both
CoMFA and CoMSIA methods on a set of 40 hydroxamic
acid analogues and found that the electrostatic interactions

between the hydroxamic acid group and enzyme residues
play a major role in binding to the HDAC active site.

As a GTP-binding protein, Ras plays a key role in the
cell signal transduction pathways that mediate cell growth
and lead to cellular transformation and uncontrolled
proliferation [30]. Mutant Ras genes are often found in
human tumors [31], suggesting that inhibition of Ras
function might provide an effective anticancer therapy.
Ras proteins are produced as cytoplasmatic precursor
proteins and several posttranslational modifications are
required to acquire their full biologic function [32, 33].
The most important step among these is the transfer of a
farnesyl group from farnesyldiphosphate (FPP) to the
cysteine residue of a CAAX (C represents cysteine, A
represents an aliphatic amino acid, and X represents any
amino acid) motif on the protein [34]; this reaction is
catalyzed by zinc metalloenzyme farnesyltransferase
(FTase). FTase is a zinc heterodimeric metalloenzyme
consisting of two subunits of 48 kDa α [35] and 46 kDa
β [36]. The zinc ion lies in a hydrophilic surface formed by
the α-subunit and a deep cleft of the β-subunit surrounded
by some aromatic residues [37]. The FTase substrates have
been treated as models for designing some selective
FTase inhibitors. Most of the FTase inhibitors described
in the literature are peptidomimetics resembling the
CAAX-tetrapeptide recognition sequence of farnesylated
proteins [38, 39]. However, the design of FTase inhibitors
has evolved from early thiol-containing peptidimimetics to
recent non-thiol compounds [38–42]. The most frequently
used replacements for cysteine are the nitrogen-containing
heterocycles, where the nitrogen is presumably interacting
with the zinc ion in a similar way as to the cysteine thiol
group [41, 42]. However, a series of potent FTase
inhibitors have been synthesized through combining the
nitrogen-containing heterocycles with various carboxyl
terminus mimics such as the terminal phenylsulfonyl
group [43]. The 4-cyanobenzyl group on the imidazole
ring is crucial for binding activity and is found to reach
into a high-affinity aromatic binding pocket that is
otherwise inaccessible by the tetrapeptides. Moreover,
substitution of the 4-cyanophenyl ring with an additional
3-aryloxy group with or without concomitant removal of the
cyano group also creates a series of potent FTIs [44, 45].
Recently, Puntambekar et al. [37] derived some 3D-QSAR
models using both CoMFA and CoMSIA methods for 38
3-aminopyrrolidinone derivatives, 46 2-amino-nicotinonitriles,
and 35 1-aryl-1′-imidazolyl methyl ethers. Xie et al. [46] have
applied the same 3D-QSAR techniques plus the molecular
docking program GOLD to a highly diverse set of 192
Abbott-initiated imidazole-containing FTase inhibitors.
Moreover, the Catalyst HypoGen program has been used
by Equbal et al. [47] to build some 3D pharmacophore
models from 22 FTase inhibitors.
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In this report, we have constructed some individual
3D-QSAR models by applying the CoMFA, CoMSIA
and Catalyst methods to three series of inhibitors
targeted to BACE-1, HDAC, and FTase, respectively.
Both CoMFA [12] and CoMSIA [13] methods are now
widely used as standards for building 3D-QSAR models.
The most important perspective given by the CoMFA
model built using partial least square (PLS) analysis [48]
are contour maps showing favorable and unfavorable
regions for electropositive or electronegative, or favorable
and unfavorable regions for steric substituents in certain
positions. Prediction for the test set can be made either by
a qualitative inspection of these contour maps or, in a
quantitative manner by calculating the fields of these
molecules and by inserting the grid values into the PLS
model. The same grid constructed for CoMFA is also used
for CoMSIA calculation. Besides the electrostatic (E) and
steric (S) fields, CoMSIA also offers hydrophobic (H),
hydrogen bond (H-bond) donor (D) and H-bond acceptor
(A) field information. CoMSIA is thought to be less
affected by changes in molecular alignment, and smoother
contour maps are provided by using the Gaussian type
distance dependence on the molecular similarity indices
computed. Catalyst [49] is also a powerful pharmacophore
building method employing up to 11 pharmacophore
features, namely H-bond donor (HBD), H-bond acceptor
(HBA), HBA lipid, hydrophobic (HY), hydrophobic
aliphatic (HL), hydrophobic aromatic (HR), negative
charge, negative ionizable, positive charge, positive
ionizable, and ring aromatic (RA) in the computation.
The activity data of the training set compounds are
randomized and then validated by the catScramble module
using the Fischer’s randomization test [50] for generating
some phony hypotheses and statistical costs using the
same parameters used for generating the original ones.
The original hypotheses are considered to be statistical
significant only if their corresponding statistical costs
and computed correlation are better than those computed
for the randomized sets. We have devised a consensus
scheme from all the three 3D-QSAR models built for
each series of inhibitors. The rationale for designing a
consensus 3D-QSAR (c-3D-QSAR) model is that most of the
pharmacophore features generated by the 3D-QSAR
methods will overlap if the ligand structures are
generated correctly and aligned. On the other hand,
different pharmacophore features obtained by each 3D-QSAR
can be combined to supplement each other to give a c-
3D-QSAR model from which more versatile pharmacophore
features and better prediction accuracy may be derived.
Each c-3D-QSAR model was constructed using the
SYBYL PLS module and the corresponding c-3D-QSAR
pharmacophore was generated automatically by the SYBYL
program. Each of these c-3D-QSAR pharmacophores was

examined visually and compared with those obtained by
mapping each 3D-QSAR pharmacophore onto a selected
inhibitor structure. The procedures for constructing each
3D-QSAR and c-3D-QSAR model for each inhibitor
series are detailed in the Materials and methods while the
performance of each 3D-QSAR and c-3D-QSAR model
built are compared and discussed in the Results and
Discussion. The significance of building a c-3D-QSAR
model is addressed in the Conclusion section.

Materials and methods

Data set and ligand preparation

The two-dimensional (2D) structures, biological activities
(expressed in pIC50), and original inhibitor identification
numbers of 38 BACE-1 inhibitors synthesized by Freskos
et al. [51, 52] are listed in Table S1.1 in the electronic
supplementary material. Since there were repetitions in
original identification numbers, we assigned each inhibitor
studied a new inhibitor number #, and these new #s as
listed in Table S1.1 are used throughout the report. The
X-ray crystallography determined structure 2HM1, where
a5 was engulfed [52], was used as a structural template to
build the structures for other inhibitors of the series. The
structure of each of the other inhibitors of the series was
constructed within the active site of 2HM1 by replacing
the side chains of a5 with other functional groups as
described previously (Table S1.1) [53]. Hydrogen atoms
were added for each structure. The pIC50 measured for
these BACE-1 inhibitors ranged from 8.70 to >4.70
(Table S1.1). Each structure constructed was subjected to
some energy minimization steps together with the receptor
until a convergence of 0.05 kcal mol−1 Å was reached
using the AMBER 7 F99 charges [54] implemented in the
SYBYL 8.0 program [55]. Then, we docked ligand a5 into
the active site of BACE-1 using the GOLD V4.0 program
[56] and computed the root-mean-square-deviation
(RMSD) between the docked conformation and the X-ray
structure. The major docking parameters, namely number
of operation and population size, were set as 100,000
and 100, respectively. Each energy-minimized structure
was subsequently docked into the same active site of
BACE-1 using the same GOLD docking parameters. The
AM1-BCC charges [57] computed by the AMBER 9.0
program [58] were deployed for each inhibitor. The 2D
structures, pIC50, original inhibitor identification numbers,
plus our assigned #s for the 34 HDAC inhibitors
synthesized by Scarpelli et al. [59] and Muraglia et al.
[60] are listed in Table S1.2. The pIC50 measured [59, 60]
for these inhibitors ranged from 8.15 to >5 (Table S1.2).
The same structure preparation steps used for BACE-1
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inhibitors were employed for the HDAC class II 4WT
inhibitors except that the ligand structure TFG (designated
as b30-1 in Table S1.2) of 2VQJ [61] was used only as a
template to construct all the inhibitor structures of the
series and was not included in the 3D-QSAR analyses.

The total number of FTase inhibitors studied was 78,
and the corresponding 2D structures, pIC50, original
inhibitor identification numbers, plus our assigned #s are
listed in Table S1.3. The inhibitors synthesized by Tong et
al. [44] were designated as the c-# series, while those
synthesized by Wang et al. [45] were designated as the d-#
series (Table S1.3). The pIC50 measured for these FTIs
ranged from 9.80 to 7.08 [44, 45] (Table S1.3). The crystal
ligand c-19 (Table S1.3) of X-ray structure 1NI1 [44] was
used as a structural template to build all the inhibitor
structures of this series. The structure preparation steps
used for this series were similar to those described for the
BACE-1 inhibitors.

3D-QSAR models

The enantiomer type taken for each inhibitor is specified in
Tables S1.1, S1.2 and S1.3. After all the structures were
built, each series of inhibitors was divided into a training
set and a test set while keeping the range of pIC50 measured
in each subset roughly the same. The numbers of training
set inhibitors allocated for the BACE-1, HDAC, and FTase
series were 24, 19, and 43, respectively, while those
allocated for the corresponding test sets were 14, 15, and
35, respectively. Before proceeding with the CoMFA and
CoMSIA computations, all structures of training set
inhibitors were aligned based on the docked conformations
generated by the GOLD V4.0 program. The aligned
structures of all the training set inhibitors of the BACE-1,
HDAC, and FTase series are presented in Figs. S2.1, S2.2,
and S2.3, respectively. The steric and electrostatic potential
fields of CoMFA were calculated with the SYBYL 8.0
program using a regularly spaced grid of 2.0 Å. The grid
was extended to 4 Å units beyond the van der Waals
volume of each molecule in the X, Y, and Z directions. An
sp3 carbon atom of radius of 1.52 Å and charge of +1.0 was
used as a probe to calculate both steric and electrostatic
interaction energies. The truncation for both steric and
electrostatic contributions was set at ±30 kcal mol−1. The
electrostatic contribution at the grid intersections where
maximum steric interactions were computed was ignored.
Both CoMFA steric and electrostatic fields computed were
scaled by the standard option given by the program. An sp3
atom of radius of 1.0 Å and charge of +1 was chosen as
the probe for computing the CoMSIA similarity indices
defined by Klebe et al. [13]. The attenuation factor α was
set at 0.3. The CoMFA and CoMSIA descriptors were
treated as independent variables while the measured pIC50

was treated as the dependent variable in all the PLS
regression analyses for deriving each 3D-QSAR model.
The optimum number of components used to derive a
nonvalidated model was defined as the number of
components used to obtain the highest crossvalidated r2 (q2)
and lowest standard error of prediction (SEP) computed.
The goodness-of-fit of nonvalidated models was judged
by the conventional computed correlation coefficient r2,
leave-one-out validated r2 (qloo

2), q2, SEP, and F values.
The nonvalidated analysis results were used to predict
pIC50 values.

Generation of the pharmacophore hypotheses

The same structurally aligned training sets used to construct
the CoMFA and CoMSIA 3D-QSAR models were also
used to construct the pharmacophore hypotheses using the
Catalyst 4.11 program [49]. All parameters used were
default settings except for Unc (uncertainty); this parameter
was set as 1.9 for more active inhibitors, namely IC50 < 1 nM,
or 2.0 for less active ones where measured IC50 ≥ 1 nM. The
pharmacophore features selected for building the top
hypotheses were HBA, HR, and HL for BACE-1; HBA,
HR, and RA for HDAC; and HY, HR, and RA for FTase
inhibitor series, respectively. These pharmacophore features
were determined from a series of stepwise CoMSIA runs,
namely a single field index, a combination of any two field
indexes, a combination of any three field indexes, a
combination of any four field indexes, and a combination
of all field indexes were used. The best set of pharmacophore
features was chosen as the set with the best qloo

2, q2,
SEP, and F values obtained. The top ten scored hypotheses
were then generated by the HypoGen module of the
Catalyst 4.11 program [49] using the best pharmacophore
features determined from the stepwise CoMSIA results for
each inhibitor of each series. The goodness-of-fit of
mapping a ligand structure onto a Catalyst pharmacophore
feature of the top hypothesis, namely fitPF, was computed
by the Catalyst Citest module by setting the parameter
Max omitted features as 1 (the default setting).

Generation of c-3D-QSAR

Each consensus 3D-QSAR (c-3D-QSAR) model was
derived from the best CoMFA, CoMSIA, and Catalyst
3D-QSAR models built from the training set of each
inhibitor series using the SYBYL PLS module. The same
spreadsheet used for obtaining the best 3D-QSAR CoMFA
and CoMSIA models for the training set inhibitors was
opened for input for each Catalyst fitPF value. For example,
for the training set HDAC inhibitors, the four Catalyst fitPF
columns obtained, namely fitHBA1, fitHBA2, fitHR3, and
fitRA4 , were typed manually into the spreadsheet as the
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last four columns. The consensus spreadsheet (c-spreadsheet)
then consisted of nine columns, namely pIC50, CoMFA,
CoMSIA_S, CoMSIA_E, CoMSIA_H, Catalyst fitHBA1,
fitHBA2, fitHR3, and fitRA4 (Fig. S1). The c-spreadsheet was
analyzed by the SYBYL PLS module with options of
crossvalidation or no validation to obtain the desired
statistics. The pIC50 values for each test set were predicted
via a no validation run on the corresponding c-spreadsheet.
The major PLS analysis results were either outputted as a .lis
file for reporting the statistics or a .pls file for predicting
the pIC50 for the test set and viewing the consensus
pharmacophore (c-pharmacophore) of the c-3D-QSAR
model built.

Results and discussion

Determination of individual 3D-QSAR models

3D-QSAR models of BACE-1 inhibitors

A RMSD of 0.44 Å was obtained for docking inhibitor a5
into the active site of 2HM1, indicating that the parameters

chosen for subsequent docking of each theoretically
generated structure of the BACE-1 series into the same
active site were adequate. The best GOLD-docked confor-
mation of each inhibitor of the series was used for
constructing all the individual 3D-QSAR models. As
shown in Table 1 for the BACE-1 series, the following
statistics, namely qloo

2 = 0.85, q2 = 0.85, r2 = 1.00,
SEP = 0.04, and F = 3,044, were obtained for the best
CoMFA 3D-QSAR model. As judged by SEP, q2, and F
computed, no single field CoMSIA obtained was better
than that of a combination of the S+H+E+A field indexes
(Table S2.1). Next, no apparent improvement in CoMSIA
statistics was obtained when all the five field indexes were
used in the computation (Table S2.1). Therefore, the
interaction of the BACE-1 inhibitors with their active site
is best described by a combination of S+H + E+A field
indexes (Table S2.1). The corresponding statistics obtained
for this best CoMSIA 3D-QSAR model were qloo

2 = 0.86,
q2 = 0.86, r2 = 0.98, SEP = 0.18, and F = 356 (Table 1).
Based on the best CoMSIA 3D-QSAR model built, the
following pharmacophore features, namely HBA, HL, and
HR were selected for constructing the Catalyst 3D-QSAR
models. The HypoGen module of the Catalyst 4.11

Table 1 A summary of statistics obtained for each CoMFA, CoMSIA, and Catalyst 3D-QSAR and c-3D-QSAR model built for each training and
test set inhibitor of each series

BACE-1 inhibitors CoMFA CoMSIA (S+E+H + A) Catalyst c-3D-QSAR

Training set Leave one out qloo
2 0.85 0.86 0.97 0.93

Cross-validation q2 0.85 0.86 0.97 0.92

Conventional r2 1.00 0.98 0.98 0.99

Standard error 0.04 0.18 0.19 0.14

Principal components 6 3 1 5

F-value 3044 356 939 337

Test set r2 0.86 0.80 0.99 0.97

HDAC inhibitors CoMFA CoMSIA (S+E + H) Catalyst c-3D-QSAR

Training set Leave one out qloo
2 0.76 0.76 0.87 0.84

Cross-validation q2 0.75 0.76 0.87 0.81

Conventional r2 1.00 1.00 0.9 1.00

Standard error 0.04 0.06 0.26 0.06

Principal components 6 6 1 6

F-value 1186 529 152 523

Test set r2 0.80 0.81 0.79 0.89

Test set r2 0.69 0.75 0.71 0.97

FTase inhibitors CoMFA CoMSIA (S+H+E) Catalyst c-3D-QSAR

Training set Leave one out qloo
2 0.66 0.69 0.80 0.75

Cross-validation q2 0.66 0.67 0.80 0.75

Conventional r2 0.98 0.98 0.90 0.97

Standard error 0.09 0.10 0.26 0.11

Principal components 5 5 1 6

F-value 375 285 180 224

Test set r2 0.69 0.75 0.71 0.97
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program was used to generate the desired pharmacophores
automatically. The top ten scored hypotheses generated were
exported and their validity examined using the catScramble
module of the Catalyst program (Table S3.1). With a cost
difference between null and total 1 being 74.3 and that
between null and fixed 1 being 88.8, the top hypothesis
generated meets the criteria of being a good hypothesis
(Table S3.1). The corresponding statistics obtained for the
Catalyst 3D-QSAR model built are qloo

2 = 0.97, q2 = 0.97,
r2 = 0.98, SEP = 0.19, and F = 939 (Table 1). Apparently, the
statistics given by the Catalyst 3D-QSAR model are
slightly better than those given by either CoMFA or
CoMSIA 3D-QSAR (Table 1). The measured and pre-
dicted pIC50 values given by the CoMFA, CoMSIA and
Catalyst 3D-QSAR models built for training set BACE-1
inhibitors are compared in Table 2 and Fig. S3.1.
Apparently, both the CoMSIA and Catalyst 3D-QSAR
models give some discrepancies in the predicted versus
measured pIC50 values for inhibitor a3, a21, a24, a26, a28
and a29 and that given by all the three 3D-QSAR models
built for inhibitor a30, a31, a33, and a37 are also
significant as well (Table 2).

The steric and electrostatic contours of the structure of
a5 depicted by CoMFA and CoMSIA 3D-QSAR models
are compared in Fig. 1a–d. Apparently, the S-disfavored
regions represented by yellow contours given by both
CoMFA and CoMSIA 3D-QSAR models are different but
some S features near P3 pocket represented by green
contours are detected by both models (Fig. 1a,b). However,
better agreement in the E features detected by both CoMFA
and CoMSIA 3D-QSAR models can be seen in Fig. 1c,d,
where favored regions for positive or negative charges,
represented by blue or red contours, respectively, are
detected for p2 and p2’ or near p2 pockets [14]. The H
features detected by the CoMSIA and Catalyst 3D-QSAR
models are compared in Fig. 1e and f, respectively. The two
H features represented by orange contours in the CoMSIA
3D-QSAR model near the p2’ and p3 pockets are also
detected by the Catalyst HR3 and HL features represented
by cyan and blue spheres, respectively (Fig. 1e,f). The
HBA feature represented by green spheres detected by the
Catalyst 3D-QSAR is also in accord with the A feature
represented by magenta contours detected by the CoMSIA
3D-QSAR model (Fig. 1e,f). Note that there are two white

CoMFA CoMSIA (S+E+H+A) Catalyst (hypothesis Hypo1) c-3D-QSAR
Act Pred Pred Pred Pred

Inhibitor# pIC50 pIC50 pIC50 pIC50 pIC50

a3 8.70 8.71 8.53 8.31 8.59

a4 8.70 8.72 8.69 8.68 8.84

a5 8.70 8.69 8.70 8.48 8.48

a6 8.52 8.48 8.17 8.54 8.56

a7 8.52 8.50 8.47 8.39 8.44

a10 8.40 8.41 8.52 8.41 8.46

a11 8.40 8.41 8.21 8.41 8.39

a12 8.40 8.42 8.55 8.28 8.29

a13 8.40 8.39 8.40 8.35 8.35

a17 8.30 8.30 8.26 8.24 8.10

a18 8.30 8.32 8.32 8.36 8.21

a20 8.00 8.01 7.93 8.11 8.03

a21 8.00 7.97 8.30 8.28 8.23

a22 7.96 7.98 7.98 8.19 7.98

a24 7.82 7.82 7.91 8.08 8.03

a26 7.66 7.70 7.84 7.89 7.87

a28 7.28 7.25 7.39 7.17 7.33

a29 6.95 6.96 6.77 6.66 6.88

a30 6.32 6.25 6.42 6.59 6.29

a31 6.22 6.16 5.91 6.48 6.15

a33 5.44 5.41 5.37 5.62 5.48

a34 5.42 5.44 5.47 5.35 5.30

a36 5.28 5.27 5.28 5.25 5.26

a37 5.25 5.36 5.54 5.36 5.41

Table 2 Actual (Act) and
predicted (Pred) pIC50 values for
the BACE-1 inhibitor training
set derived from the best
CoMFA, CoMSIA, and Catalyst
3D-QSAR models compared
with those of the c-3D-QSAR
model
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Fig. 1 a–f Pharmacophore features detected by the best CoMFA,
CoMSIA, and Catalyst 3D-QSAR models built from the BACE-1
inhibitors training set. The structure of a5 is mapped onto the steric
pharmacophore features of each model. a CoMFA steric contours
(green sterically favored, yellow sterically disfavored) of the best
CoMFA 3D-QSAR model. b CoMSIA steric contours (green sterically
favored, yellow sterically disfavored) of the best CoMSIA 3D-QSAR
model. c CoMFA electrostatic contours (blue positive charge favored,
red negative charge favored) of the best CoMFA 3D-QSAR model
built. d CoMSIA electrostatic contours (blue positive charge favored,

red negative charge favored) of the best CoMSIA 3D-QSAR
model. e The structure of a5 mapped onto the Catalyst 3D-QSAR
pharmacophore features built from the BACE-1 inhibitors training
set. Pharmacophore features: cyan spheres hydrophobic aromatic
(HR), blue spheres hydrophobic aliphatic (HL), green spheres H-bond
acceptor (HBA) features. f CoMSIA H and A contours (orange
hydrophobic favored, white hydrophobic disfavored, magenta HBA
favored, cyan HBA disfavored regions) of the best CoMSIA 3D-QSAR
model. The structure of a5 is mapped onto the CoMSIA H and A
pharmacophore features
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contours representing disfavored regions for H feature
detected by the CoMSIA 3D-QSAR model near the p2
pocket, which are undetected by any Catalyst hydrophobic
features employed (Fig. 1e,f). These comparisons show that
the more versatile hydrophobic features provided by the
Catalyst 3D-QSAR model may be used to supplement the
H feature provided by the CoMSIA 3D-QSAR model.

3D-QSAR models of HDAC inhibitors

The RMSD computed for the GOLD-docked conformation
of the 2VQJ ligand [61] b30-1, which is the X-ray structure
of wild type HDAC 4 protein, is 0.5 Å. The best CoMFA
3D-QSAR model built from the training set of the series
gave the following statistics: qloo

2 = 0.76, q2 = 0.75,
r2 = 1.00, SEP = 0.04, and F = 1,186 (Table 1). The best
CoMSIA 3D-QSAR model was also constructed in a
stepwise manner by a combination of S+H+E filed indexes
(Table S2.2) and the corresponding statistics obtained were:
qloo

2 = 0.76, q2 = 0.76, r2 = 1.00, SEP = 0.06, and F = 529
(Table 1). The best CoMSIA 3D-QSAR model obtained
gives us clues to select the following pharmacophore
features, namely RA, HR, HBA and HBA, to build the
Catalyst 3D-QSAR model using the Catalyst HypoGen
module. As validated by the catScramble module, the cost
difference obtained between the null and total one is 66.6,

while that between null and fixed one is 76.5 for the top
hypothesis generated (Table S3.2). The corresponding
statistics in predicting pIC50 for the HDAC inhibitors
training set given by the top hypothesis are listed in Table 1.
Again, both qloo

2 (0.87) and q2 (0.87) obtained by the
Catalyst 3D-QSAR model are slightly better than those by
either CoMFA or CoMSIA 3D-QSAR (Table 1). However,
a poorer SEP (0.26) was obtained with the Catalyst 3D-
QSAR model than with CoMFA or CoMSIA 3D-QSAR
(Table 1). Predicted pIC50 values given by CoMFA,
CoMSIA, and Catalyst 3D-QSAR models for the HDAC
inhibitors training set are compared in Table 3 and
Fig. S3.2. Apparently, Catalyst 3D-QSAR leads to more
deviation in the predicted compared to measured pIC50

values for inhibitor b1, b7, b11, b13, b14, b19, b26, b27,
b33, b40, b41, and b43 than either the CoMFA or CoMSIA
3D-QSAR models (Table 3). For this HDAC inhibitor
training set, both the CoMFA and CoMSIA 3D-QSAR
models give better predicted pIC50 values than those given
by the Catalyst 3D-QSAR (Table 3).

The S and E contours on the structure of b1 detected by
CoMFA and CoMSIA 3D-QSAR models for the HDAC
inhibitor training set are compared in Fig. 2a–d. For these
inhibitors, the S disfavored regions, represented by yellow,
and S favored regions, represented by green contours, given
by both the CoMFA and CoMSIA 3D-QSAR models are

Table 3 Actual (Act) and predicted (Pred) pIC50 values for the HDAC inhibitor training set derived from the best CoMFA, CoMSIA, and
Catalyst 3D-QSAR models compared with those from the c-3D-QSAR model

CoMFA CoMSIA (S+E + H) Catalyst (hypothesis Hypo1) c-3D-QSAR
Act Pred Pred Pred Pred

Inhibitor# pIC50 pIC50 pIC50 pIC50 pIC50

b1 8.15 8.12 8.16 8.35 8.30

b3 7.82 7.82 7.82 7.80 7.82

b4 7.82 7.84 7.80 7.74 7.82

b6 7.52 7.53 7.55 7.57 7.47

b7 7.46 7.47 7.46 7.59 7.47

b9 7.22 7.23 7.22 7.22 7.26

b11 7.15 7.17 7.16 6.66 7.23

b13 7.12 7.14 7.13 6.89 7.13

b14 7.05 7.04 7.06 6.85 7.04

b19 6.96 6.86 6.79 6.70 6.87

b26 6.62 6.63 6.64 6.41 6.65

b27 6.62 6.61 6.61 6.49 6.58

b29 6.55 6.62 6.66 6.64 6.59

b32 6.38 6.42 6.39 6.68 6.42

b33 6.35 6.35 6.36 6.42 6.30

b38 6.23 6.21 6.25 6.24 6.17

b40 5.77 5.74 5.76 5.55 5.81

b41 5.70 5.68 5.70 6.09 5.70

b43 5.00 5.00 4.99 5.60 4.95
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almost the same (Fig. 2a,b). A similar phenomenon is
observed by comparing the E features detected by both the
CoMFA and CoMSIA 3D-QSAR models. The negative
charge favored regions between rings B and C, depicted by
red contours by both 3D-QSAR models, are exactly the
same (Fig. 2c,d). However, more favored regions for
positive charges along rings B, C, and D, represented with
blue contours, are detected by CoMFA than by the
CoMSIA 3D-QSAR model (Fig. 2c,d). The H features
detected by both the CoMSIA and Catalyst 3D-QSAR
models are compared in Fig. 2e,f. While the CoMSIA 3D-
QSAR model detects a favored region for H feature and

marks it with orange contours near ring C, it also assigns
the regions near ring C as disfavored regions for H feature
and labels them with white contours (Fig. 2f). However,
both regions near ring C and D are detected by the Catalyst
3D-QSAR model as favored regions for HBA (represented
by green spheres) and RA (represented by orange spheres)
features (Fig. 2e). The Catalyst 3D-QSAR model also
identifies a HR feature represented by cyan spheres for ring
B (Fig. 2e). Therefore, the hydrophobic features provided
by the Catalyst 3D-QSAR can be used to supplement those
given by the CoMSIA 3D-QSAR model for this inhibitor
set.
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Fig. 2 a–f Pharmacophore features detected by the best CoMFA ,
CoMSIA, and Catalyst 3D-QSAR models built from the HDAC
inhibitor training set (see legend of Fig. 1 for contour colors).The
structure of b1 is mapped onto the steric pharmacophore features of
each model. a CoMFA steric contours of the best CoMFA 3D-QSAR
model. b CoMSIA steric contours of the best CoMSIA 3D-QSAR
model. c CoMFA electrostatic contours of the best CoMFA model. d
CoMSIA electrostatic contours of the best CoMSIA model. e The

structure of b1 mapped onto the Catalyst 3D-QSAR pharmacophore
features built from the HDAC inhibitor training set. Pharmacophore
features: cyan sphere HR, orange sphere RA, green sphere HBA
features. f CoMSIA H contours (orange contours hydrophobic
favored regions, white contours hydrophobic disfavored regions) of
the best CoMSIA 3D-QSAR model. The structure of b1 is mapped
onto the CoMSIA H pharmacophore features
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Table 4 Actual (Act) and predicted (Pred) pIC50 values for the FTase inhibitor training set derived from the best CoMFA, CoMSIA, and
Catalyst 3D-QSAR models compared with those from the c-3D-QSAR model

CoMFA CoMSIA (S+H+E) Catalyst (hypothesis Hypo1) c-3D-QSAR
Act Pred Pred Pred Pred

Inhibitor # pIC50 pIC50 pIC50 pIC50 pIC50

c-1 9.80 9.80 9.72 9.74 9.82

c-4 9.70 9.64 9.54 9.14 9.57

c-6 9.40 9.33 9.35 9.15 9.34

c-7 9.37 9.40 9.48 9.32 9.54

c-8 9.35 9.40 9.32 9.05 9.28

c-11 9.24 9.25 9.26 9.21 9.17

c-15 9.12 8.96 8.94 9.12 9.13

c-16 9.09 9.16 9.19 9.14 9.10

c-17 9.08 9.15 9.09 9.00 9.18

c-21 9.01 8.91 8.95 8.89 8.94

c-23 9.00 8.94 8.97 9.00 8.97

c-24 8.77 8.78 9.01 8.72 8.90

c-26 8.72 8.79 8.78 9.17 8.72

c-28 8.70 8.76 8.87 8.85 8.89

c-30 8.09 8.09 8.10 8.15 8.16

c-32 7.92 7.95 7.91 7.55 7.82

c-34 7.24 7.27 7.12 7.34 7.26

c-35 7.17 7.22 7.21 7.64 7.17

d-2 9.46 9.28 9.28 9.08 9.22

d-4 9.80 9.28 9.24 8.92 9.19

d-5 9.16 9.19 9.15 9.04 9.19

d-7 9.11 9.10 9.08 9.15 9.07

d-11 9.06 9.10 9.16 9.21 9.22

d-12 9.06 9.15 9.03 9.00 9.02

d-13 9.04 8.94 9.01 8.85 8.94

d-14 9.03 9.07 9.02 8.85 9.07

d-15 9.02 8.99 8.98 9.08 8.90

d-17 9.01 8.99 8.98 8.44 8.80

d-19 8.96 8.91 9.09 8.96 9.07

d-21 8.96 8.90 9.12 9.11 9.18

d-22 8.96 8.94 9.01 9.11 8.97

d-23 8.96 8.98 8.94 9.12 8.97

d-25 8.89 8.73 8.66 9.04 8.73

d-26 8.80 8.82 8.79 8.96 8.83

d-28 8.70 8.88 8.88 8.92 8.90

d-29 8.70 8.84 8.68 9.00 8.65

d-30 8.66 8.70 8.64 8.19 8.69

d-32 8.40 8.40 8.39 9.00 8.45

d-35 8.28 8.10 8.24 8.46 8.28

d-36 8.05 8.10 8.11 8.60 8.11

d-37 7.96 7.92 8.02 7.96 7.94

d-38 7.89 7.87 7.92 7.96 7.85

d-40 7.46 7.43 7.44 7.57 7.50
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Fig. 3 a–f Pharmacophore features detected by the best CoMFA ,
CoMSIA, and Catalyst 3D-QSAR models built from the FTase inhibitor
training set (see legend of Fig. 1 for the definition of contour colors). The
structure of c-1 is mapped onto the pharmacophore features of each
model. a CoMFA S contours of the best CoMFA 3D-QSAR model. b
CoMSIA S contours of the best CoMSIA 3D-QSAR model. c CoMFA E
contours of the best CoMFA 3D-QSAR model. d CoMSIA E contours of

the best CoMSIA model. e Structure of c-1 is mapped onto the Catalyst
3D-QSAR pharmacophore features built from the FTase inhibitor
training set. Pharmacophore features: cyan sphere HR, light blue sphere
Y, orange sphere RA features. f CoMSIA H contours (orange contours
hydrophobic favored regions, white contours hydrophobic disfavored
regions) of the best CoMSIA 3D-QSAR model. The structure of c-1 is
mapped onto the CoMSIA H pharmacophore features
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3D-QSAR models of FTase inhibitors

The crystal structure 1NI1 [44] reveals that inhibitor c-19
binds with the FTase active site formed by a deep hydrophobic
cleft between the α- and β-subunits (data not shown here).
In fact, most of these FTase inhibitors (c- and d- series)
are characterized by an interaction between the upper
imidazole ring (ring B) and a zinc ion in the active site
(Table S1.3) [44, 45]. However, a wide range of
substituents have been placed at the para positions of the
lower cyanophenyl ring (ring A) to increase the potency of
these inhibitors (Table S1.3) [45]. The RMSD of the
GOLD docked conformation computed for c-19 is 0.37 Å.
The best CoMFA 3D-QSAR model obtained for the
aligned FTase inhibitor training set was: qloo

2 = 0.66,
q2 = 0.66, r2 = 0.98, SEP = 0.09, and F = 375 (Table 1).
Further, the interaction of these inhibitors with the FTase
active site is best described by stepwise CoMSIA S+H+E
field indexes (Table S2.3). These give the following
statistics: qloo

2 = 0.69, q2 = 0.67, r2 = 0.98,
SEP = 0.102, and F = 285 (Table 1) for the best CoMSIA
3D-QSAR model obtained. The Catalyst 3D-QSAR model
was built from the top hypothesis using the stepwise
CoMSIA features and validated by the catScramble
module. The cost differences computed between null and
total 1 and that between null and fixed 1 were 64.3 and
87.9, respectively (Table S3.3). The overall statistics on
the predicted pIC50 values for the FTase inhibitor training
set given by the Catalyst 3D-QSAR model are: qloo

2 = 0.80,
q2 = 0.80, r2 = 0.90, SEP = 0.26, and F = 180 (Table 1).
Measured versus predicted pIC50 values given by CoMFA,
CoMSIA, and Catalyst 3D-QSAR models for the FTase
inhibitor training set are compared in Table 4 and
Fig. S3.3. However, more deviation was found in
predicted compared to measured pIC50 values for c-4, c-
6, c-8, c-26, c-28, c-32, c-34, c-35, d-2, d-4, d-17, d-29, d-
30, d-32, d-35, d-36, and d-40 with Catalyst than with
either the CoMFA or CoMSIA 3D-QSAR models (Ta-
ble 4). For this FTase inhibitor training set, the pIC50

values predicted for c-24, c-28, c-34, d-4, and d-29 given

by CoMSIA 3D-QSAR or for d-4 and d-35 given by the
CoMFA 3D-QSAR model deviated only slightly from the
measured values (Table 4).

The S features of the structure of c-1 from the FTase
inhibitor training set detected by both CoMFA and
CoMSIA 3D-QSAR models were very similar (Fig. 3a,b).
Regions near the naphthyl group on ring A or around ring
A were identified by both CoMFA and CoMSIA 3D-QSAR
models as favored or disfavored regions for S feature, as
represented with green or yellow contours, respectively
(Fig. 3a,b). However, some differences between the E
features detected by CoMFA and CoMSIA 3D-QSAR
models were observed as shown in Fig. 3c,d. First, regions
near ring A or around amino acid residues D359β and
W106β were identified as regions favored for positive
charges (represented by blue contours) more extensively by
CoMFA than by the CoMSIA 3D-QSAR model (Fig. 3c,d).
Next, a region near the naphthyl group on ring A is
assigned by CoMSIA 3D-QSAR as a region favored for
positive charges (represented by blue contours) while the
CoMFA 3D-QSAR model shows this as a region favored
for negative charges (red contours in Fig. 3c,d). However,
the region near the upper imidazole ring or zinc ion is
unanimously assigned by both CoMFA and CoMSIA 3D-
QSAR models as a region favored for negative charges (red
contours in Fig. 3c,d). The H features detected by the

Fig. 5 pIC50 values of training and test set HDAC inhibitors predicted
(Pred) by the c-3D-QSAR model plotted against actual (Act) pIC50

(Tables 3 and 7)

Fig. 4 pIC50 values of training and test set BACE-1 inhibitors
predicted (Pred) by the c-3D-QSAR model plotted against actual (Act)
pIC50 (Tables 2 and 6)

Fig. 6 pIC50 values of training and test set FTase inhibitors predicted
(Pred) by the c-3D-QSAR model plotted against actual (Act) pIC50

(Tables 4 and 8)
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CoMSIA and Catalyst 3D-QSAR models for the FTase
inhibitor training set are compared in Fig. 3e,f, respectively.
While both CoMSIA and Catalyst 3D-QSAR models
identify the naphthyl group on ring A as the favored
region for H features, marking them with orange
contours, or cyan (HR) or light blue (HY) spheres,
respectively, the former does not give any assignment
near ring A and B, unlike the latter, which assigns these
two regions as favored regions for RA features and
labels them with orange spheres (Fig. 3e,f). However,
there are three disfavored regions for H features expressed
with white contours detected by the CoMSIA but not by
the Catalyst 3D-QSAR model (Fig. 3e,f).

Consensus 3D-QSAR analyses

For all three inhibitor series studied, we find that the
consensus in pharmacophores identified is high if the
corresponding structures are aligned correctly and similar
pharmacophore features are chosen for building both
CoMFA and CoMSIA 3D-QSAR models. Pharmacophores
that are undetectable in both the CoMFA and CoMSIA
3D-QSAR models may be supplemented with those from
the Catalyst 3D-QSAR via construction of a c-3D-QSAR
model on the same structurally aligned inhibitor set.
Table 5 compares the SYBYL PLS analysis results
obtained for each c-3D-QSAR for each inhibitor series

CoMFA CoMSIA (S+E+H+A) Catalyst (hypothesis Hypo1) c-3D-QSAR
Act Pred Pred Pred Pred

Inhibitor # pIC50 pIC50 pIC50 pIC50 pIC50

a1 9.00 8.34 8.69 8.92 8.58

a2 8.70 8.36 8.25 8.55 8.68

a8 8.52 7.69 7.61 8.24 8.13

a9 8.40 8.34 8.28 8.43 8.50

a14 8.40 7.70 7.71 8.40 8.17

a15 8.40 8.11 7.69 8.44 8.21

a16 8.30 8.53 8.14 8.38 8.51

a19 8.10 8.00 8.09 8.15 7.98

a23 7.89 7.63 7.81 7.92 7.82

a25 7.82 7.69 8.15 7.92 7.81

a27 7.57 7.95 8.11 7.68 7.75

a32 5.96 6.15 5.89 5.96 6.50

a35 5.30 6.44 6.37 5.33 5.37

a38 4.70 6.20 6.30 5.05 5.16

Table 6 Actual (Act) and
predicted (Pred) pIC50 values for
the test set BACE-1 inhibitors
by the best CoMFA, CoMSIA,
and Catalyst 3D-QSAR models
compared with those of the
c-3D-QSAR model

CoMFA CoMSIA (S+E+H) Catalyst (hypothesis Hypo1) c-3D-QSAR
Act Pred Pred Pred Pred

Inhibitor # pIC50 pIC50 pIC50 pIC50 pIC50

b5 7.52 7.93 7.97 7.29 7.55

b8 7.22 7.70 8.03 7.06 7.31

b15 7.05 7.58 7.37 6.90 7.21

b16 7.02 6.80 6.85 6.47 6.66

b17 7.00 6.11 6.25 7.00 6.69

b18 7.00 6.64 6.72 6.64 6.84

b20 6.96 6.77 6.68 6.42 6.53

b21 6.92 7.07 6.61 6.87 6.85

b23 6.77 5.86 5.65 7.16 6.57

b24 6.70 6.35 6.23 6.33 6.22

b25 6.66 6.50 6.35 6.85 6.71

b28 6.57 6.21 6.24 6.40 6.09

b30 6.52 5.56 5.84 6.32 5.95

b34 6.32 5.34 5.35 5.94 5.36

b37 6.28 5.33 5.49 6.04 5.45

Table 7 Actual (Act) and
predicted (Pred) pIC50 values for
the test set HDAC inhibitors
by the best CoMFA, CoMSIA,
and Catalyst 3D-QSAR models
compared with those of the
c-3D-QSAR model
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with those obtained for each CoMFA and CoMSIA 3D-QSAR
model. Based on the normalized coefficients (NC) computed,
SYBYL PLS analyses assign a fractional contribution
(FC) for each pharmacophore feature selected for
building each CoMFA or CoMSIA 3D-QSAR as well
as the c-3D-QSAR model. Since only S and E features
are used by CoMFA, the FC by each feature to each
CoMFA 3D-QSAR model built for each inhibitor series
computed is nearly the same (Table 5). However, for the
CoMSIA 3D-QSAR models, the computed FC varies
from 0.15 (S feature) to 0.34 (E feature) for the BACE-1,
0.12 (S feature) to 0.54 (E feature) for the HDAC, and
0.16 (S feature) to 0.54 (E feature) for the FTase inhibitor
series, respectively (Table 5). These results indicate that,
while the E feature remains somewhat the same, the S
feature of the original CoMFA 3D-QSAR is split rationally
into either the S+H+A or S+H features of the CoMSIA
3D-QSAR models (Table 5). As selected by the stepwise
CoMSIA runs, most of the Catalyst pharmacophore
features used to build the c-3D-QSAR models are
hydrophobic-related features. The computed FC of total
CoMFA, CoMSIA, and Catalyst pharmacophore features

selected to build each c-3D-QSAR model are 0.10, 0.14,
and 0.77 for the BACE-1 inhibitor series; 0.19, 0.20, and
0.61 for the HDAC inhibitor series; and 0.19, 0.26, and
0.55 for the FTase inhibitor series (Table 5). This clearly
shows that the contribution of Catalyst hydrophobic
features is far more significant than that of the CoMFA
and CoMSIA features used in building each c-3D-QSAR
model. Note that the computed FC by E feature is reduced
significantly from 0.34, 0.54, and 0.54 for a CoMSIA
3D-QSAR to 0.05, 0.09, and 0.13 for the c-3D-QSAR
model built for each inhibitor series (Table 5).

As judged by qloo
2, q2, r2, SEP, and F computed for each

training set, each c-3D-QSAR apparently outperforms each
3D-QSAR model built for each inhibitor training set
(Table 1). Although somewhat better qloo

2 and q2 values
are obtained by Catalyst 3D-QSAR than by the c-3D-QSAR
model built for the BACE-1 inhibitor series, the SEP
computed by the former is somewhat poorer than that by
the latter (Table 1). Similar phenomena are observed for
both the HDAC and FTase inhibitor series, i.e., much
worse SEP while somewhat better qloo

2 and q2 values are
obtained by Catalyst 3D-QSAR than by c-3D-QSAR

CoMFA CoMSIA ( S+H+E ) Catalyst (hypothesis Hypo1) c-3D-QSAR
Act Pred Pred Pred Pred

Inhibitor # pIC50 pIC50 pIC50 pIC50 pIC50

c-2 9.74 9.72 9.40 9.09 9.24

c-3 9.74 9.24 9.17 9.18 9.26

c-10 9.29 9.44 9.10 9.08 9.03

c-13 9.15 9.06 8.84 8.82 8.75

c-14 9.14 8.43 8.71 9.00 8.95

c-18 9.06 9.26 8.67 9.06 8.85

c-19 9.05 8.94 9.18 9.17 9.11

c-20 9.04 9.07 9.00 9.15 9.00

c-22 9.00 8.69 8.80 9.43 8.72

c-27 8.70 9.14 8.94 8.33 8.63

c-29 8.41 8.83 8.74 9.00 8.79

c-31 8.07 8.01 7.62 7.38 7.64

c-33 7.60 7.94 7.84 7.27 7.35

d-1 9.72 9.39 9.13 9.15 9.21

d-3 9.36 9.11 9.03 9.17 9.08

d-6 9.12 9.28 9.06 8.80 9.21

d-8 9.10 8.59 8.83 9.09 8.77

d-9 9.08 8.97 9.13 9.15 9.17

d-10 9.06 8.99 9.16 9.14 9.07

d-16 9.01 9.21 8.90 9.06 9.06

d-18 9.00 8.89 8.90 8.77 8.73

d-20 8.96 8.78 8.94 8.96 9.00

d-24 8.92 8.72 8.73 8.80 8.76

d-27 8.80 8.94 8.59 9.14 8.80

d-39 7.82 8.11 8.12 7.43 7.55

Table 8 Actual (Act) and
predicted (Pred) pIC50 values for
the test set FTase inhibitors
by the best CoMFA, CoMSIA,
and Catalyst 3D-QSAR models
compared with those of the
c-3D-QSAR model
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modeling (Table 1). With the exception of the results
above, most of the qloo

2, q2, r2, and SEP values computed
by c-3D-QSAR are superior to those from CoMFA or
CoMSIA 3D-QSAR models built for each inhibitor
training set (Table 1). The predicted pIC50 values given
by each c-3D-QSAR for some less active inhibitors in
each training set are also better than those from CoMFA,
CoMSIA, and Catalyst 3D-QSAR models as shown in
Tables 2, 3, and 4, respectively. For examples, the
predicted pIC50 for a30 and a33 (BACE-1 inhibitors),
b29 and b41 (HDAC inhibitors), and c-34 and c-35 (FTase
inhibitors) given by c-3D-QSAR are apparently better than
those from each 3D-QSAR model (Tables 2, 3, 4; Figs. 4,
5, 6). The c-3D-QSAR also outperforms the individual
CoMFA, CoMSIA, and Catalyst 3D-QSAR models in
predicting pIC50 for inhibitors of each test set as shown in
Tables 1, 6, 7, 8 and Figs. 4–6. With the exception of the
BACE-1 test set, the r2 values obtained with c-3D-QSAR
are clearly better than those from each CoMFA, CoMSIA,
and Catalyst 3D-QSAR model built for each test set
(Table 1). The Catalyst prediction on the BACE-1 test set
is exceptionally good, since the r2 computed for both
training and test sets are very close (Table 1). Moreover,
the pIC50 of some less active inhibitors of each test set are
predicted more accurately by each c-3D-QSAR than by
individual CoMFA, CoMSIA, and Catalyst 3D-QSAR
models as shown in Tables 6, 7, and 8. For example, the
pIC50 values of a25, a35, and a38 of the BACE-1 series,
and those of b5, b8, b15, b18, and b25 of the HDAC
series are more accurately predicted by the corresponding
c-3D-QSAR than by each of the CoMFA, CoMSIA, and
Catalyst 3D-QSAR models (Tables 6, 7).

Conclusions

In this report, we have presented a simple method for
building c-3D-QSAR models by using the entire CoMFA
and CoMSIA results and some Catalyst pharmacophore
features judiciously selected from prior stepwise CoMSIA
runs. Our aim was to improve prediction accuracy on some
of the less active compounds often encountered in building
CoMFA, CoMSIA, or Catalyst 3D-QSAR models. The
primary requirement for building a c-3D-QSAR model is
that ligand structures must be generated correctly and
aligned, which is similar to the requirements for building
a 3D-QSAR model. However, how to choose the correct
pharmacophore features to use in the CoMSIA or Catalyst
method is the most critical parameter in building an
accurate 3D-QSAR model, since the true pharmacophore
features of a receptor active site are usually unknown.
Fortunately, delicate statistical methods, e.g., PLS and
others, have been developed that can be used to rationally

train a dataset by employing the desired pharmacophore
features. Here, we have shown that the performance of
CoMFA 3D-QSAR models built from simple pharmacophore
features can be better than that of some CoMSIA or
Catalyst 3D-QSAR models built from more versatile
pharmacophore features. The key point is that there is
plenty room to manipulate pharmacophore features in
order to build more accurate 3D-QSAR models. Choosing
some preliminary stepwise CoMSIA runs, we found that most
of the Catalyst pharmacophore features used are hydrophobic
and complementary to those used in building CoMFA and
CoMSIA 3D-QSAR models. Unfortunately, these Catalyst
pharmacophore features cannot be blended automatically
with the CoMFA and CoMSIA ones used by the SYBYL
PLS module for making more genuine pharmacophores
for the c-3D-QSAR models. Nevertheless, we have
shown that the problem of incorrect prediction often
encountered for some less active compounds by a
CoMFA, CoMSIA, and Catalyst 3D-QSAR was improved
substantially by all the c-3D-QSAR models built here.
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Abstract In recent years, there has been a growing interest
in developing bacterial peptide deformylase (PDF) inhib-
itors as novel antibiotics. The purpose of the study is to
generate a three-dimensional (3D) pharmacophore model
by using diverse PDF inhibitors which is useful for
designing of potential antibiotics. Twenty one structurally
diverse compounds were considered for the generation of
quantitative pharmacophore model using HypoGen of
Catalyst, further model was validated using 78 compounds.
Pharmacophore model demonstrated the importance of two
acceptors, one donor and one hydrophobic feature toward
the biological activity. The inhibitors were also docked into
the binding site of PDF to comprehend the structural
insights of the active site. Combination of ligand and
structure based methods were used to find the potential
antibiotics.

Keywords Induced fit docking . Pharmacophore .

Staphylococcus aureus . Zn metal binding proteins

Introduction

Bacterial resistance to many of the existing antibiotics is a
growing health concern [1–3]. Over the past decade, there
has been an alarming increase in the prevalence of multi-
resistant phenotypes among pathogenic bacteria and hence
there is an urgent need to identify novel antibiotics with
unexploited modes of action. In recent years, there has been
a growing interest in developing bacterial Ni-peptide
deformylase (PDF) inhibitors as novel antibiotics. PDF
( EC 3.5.1.88) is an essential bacterial metallo-enzyme
responsible for the removal of the N-terminal formyl group
from methionine residues following protein synthesis [4, 5]
and considered as an attractive target for antibacterial
chemotherapy [6, 7]. To date several classes of inhibitors
have already been investigated, [6–10]. Among them
actinonin is the available drug derived from natural
products, including inhibiting peptide deformylase (PDF)
[11–13]. Most of the compounds with sufficient potency
and antibacterial activity share a common structure, as
exemplified the presence of Acetamide derivatives in the
literature [14–19]. These compounds with pseudopeptidic
backbone have low specificity for matrix metalloproteins
(MMP) and poor metabolic stability associated with
pseudopeptidic inhibitors, there is a need for the identifi-
cation of novel and structurally diverse non-peptidic PDF
inhibitors.

PDF is essential for both Gram-positive and Gram-
negative bacteria, since deformylation is a necessary step to
complete protein biosynthesis and maturation. Two bacte-
rial PDF types, PDF1B and PDF2, have been distinguished
on the basis of their functionality and presence/absence in
the Gram positive/negative bacteria [13, 20]. PDF2 is found
only in Gram-positive bacteria. Bacteria may have one or
several functional genes encoding different types of PDF
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[13, 20] for example, Gram-negative Escherichia coli have
one PDF1B gene (def) only, whereas Gram-positive
bacteria such as Bacillus spp. have two PDF genes: def,
encoding PDF1B, and ykrB, encoding PDF2. The human
PDF (mPDF) has been classified as a PDF1A [21]. The
recent revelation of the existence of a PDF homologue
(mitochondrial PDF or mPDF) in humans [7, 22, 23] raised
major objections to the use of this otherwise very promising
target [20, 24]. The aim of our study was to identify new
compounds that would selectively inhibit.

Identification of a potent PDF inhibitor is no guarantee that
it will be active against intact bacterial cells. The ability of an
inhibitor to access the target (by penetrating the permeability
barrier), and to maintain an effective concentration (in the face
of efflux pumps and inactivation) is also critical. Fortunately
many potent PDF inhibitors have also proved to be active
against bacteria. Typically these compounds have contained
hydroxamates or reverse hydroxamates as chelators. The
antibacterial spectrum of PDF inhibitors published to date has
been primarily gram positive, including staphylococci and
streptococci, and there is no cross-resistance with existing
antibiotic classes [8].

As staphylococcus Ni-peptide deformylase (PDF) is a
metallo protein having zinc metal in the binding site. The
available hydroxamate class of antibiotics is considered the
most effective zinc binding group but they lack selectivity,
especially they can interact with human physiologically
important metallo enzymes. Hence there is an urgent need to
identify selective inhibitors of PDF. In the present study we
have generated the best predictive pharmacophore model
using diverse inhibitors of PDF and performed docking
experiments to elucidate the important interactions between
PDF and its inhibitors responsible for biological activity and
selectivity. Using these two models we have performed virtual
screening and identified the potential inhibitors against PDF.

Materials and methods

Pharmacophore modeling correlates activities with the
spatial arrangement of various chemical features in the
molecules. For the pharmacophore modeling studies, a total
of 99 Ni-peptide deformylase (PDF) inhibitors with activity
data (IC50) spanning over 5 orders of magnitude (from 2 to
100,000 nM) were selected from the literature [25–30].
Biological activities of these molecules were obtained from
similar assay method. The activity was determined as
inhibitory concentration of the compound against staphylo-
coccus aureus peptide deformylase using formate dehydro-
genase (FDH)-coupled assay. The total dataset was further
divided into a training and test set. The training set was
selected considering both the structural diversity and wide
coverage of the activity. Training set included the most

active, several moderately active, and some inactive
compounds in order to obtain critical information on
pharmacophore requirements. The important aspect of this
selection scheme was that each active compound would
teach something new to the HypoGen module to help it
uncover as much critical information as possible for
predicting biological activity. The training set consisted of
21 compounds selected with the above criteria. To validate
the pharmacophore model, the other 78 compounds were
used as the test set (S1). The reported activities (IC50)
against PDF are classified as: highly active (<10 nM),
moderately active (10–100 nM), and inactive (>100 nM).
All the IC50 values were determined using the same
experimental/assay method.

The structures of all the compounds were built from
fragments in Catalyst 4.10 [31–33]. A CHARMm like force
field [34] in the Catalyst program was utilized to ascertain
the energy-minimized conformations for each structure.
Details of the pharmacophore development procedures have
been described in the literature [35–37]. Initially, confor-
mational models of all molecules for PDF datasets were
generated using the ‘best quality’ conformational search
option within the Catalyst ConFirm module using the
‘Poling’ algorithm [38]. A maximum of 250 conformations
were generated for each compound to ensure maximum
coverage in the conformational space within an energy
threshold of 20.0 kcal mol−1 above the global energy
minimum. Instead of using just the lowest energy confor-
mation of each compound, all conformational models for
each molecule in training set were used in Catalyst for
pharmacophore hypothesis generation.

Pharmacophore generation and validation

From the conformers of the training set compounds and
their experimentally determined inhibitory activities against
PDF, 10 best pharmacophore (also called hypotheses in the
program) models were generated using HypoGen module
implemented in Catalyst 4.10 software. An initial analysis
revealed that three chemical feature types, i.e., hydrogen-
bond acceptor (HBA), hydrogen-bond donor (HBD), and
hydrophobic (HY) features could effectively map all critical
chemical features of all molecules in the training and test
sets. These features were selected and used to build a series
of hypotheses with the HypoGen module in Catalyst using
default uncertainty value 3 (defined by Catalyst as the
measured value being within three times higher or three
times lower of the true value).

Indeed, Catalyst generates a chemical-feature-based model
on the basis of the most active compounds. These compounds
are determined by performing a simple calculation based on
the activity and uncertainty. As a matter of fact, the activity of
the most active compound is multiplied by the uncertainty to
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establish a comparison number, ‘A’. The activity of the next
most active compound is divided by the uncertainty, and this
result in ‘B’, which is then compared to A. If B is smaller than
A, the compound is included in the most active set; if not, the
procedure stops [39].

In hypothesis generation, the structure and activity corre-
lations in the training set were rigorously examined. HypoGen
identifies features that are common to the active compounds
but excluded from the inactive compounds within conforma-
tion allowable regions of space. Additionally, it estimates the
activity of each training set compound using regression
parameters. The parameters are computed by the regression
analysis using the relationship of geometric fit value versus
the negative logarithm of activity. The greater the geometric
fit, the greater the activity prediction of the compound. The fit
function not only checks if the feature is mapped or not, but
also contains a distance term, whichmeasures the distance that
separates the feature on the molecule from the centroid of the
hypothesis feature. Both terms are used to calculate the

geometric fit value. The generated pharmacophore model
should be statistically significant, should predict activity of the
molecules accurately, and should identify active compound
from a database. Therefore, the derived pharmacophore map
was validated using (i) cost analysis, (ii) test set prediction,
and (iii) enrichment factor.

Cost analysis

The HypoGen module in Catalyst performs two important
theoretical cost calculations (represented in bit units) that
determine the success of any pharmacophore hypothesis. One
is the ‘fixed cost’ (also termed as ideal cost), which represents
the simplest model that fits all data perfectly, and the second
one is the ‘null cost’ (also termed as no correlation cost),
which represents the highest cost of a pharmacophore with no
features and estimates activity to be the average of the activity
data of the training set molecules. A meaningful pharmaco-
phore hypothesis may result when the difference between
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null and fixed cost value is large; a value of 40–60 bits
for a pharmacophore hypothesis may indicate that it has
75–90% probability of correlating the data (Catalyst 4.10
documentation).

The total cost (pharmacophore cost) of any pharmacophore
hypothesis should be close to the fixed cost to provide any
useful models. Two other parameters that also determine the
quality of any pharmacophore hypothesis with possible
predictive values are the configuration cost or entropy cost,
which depends on the complexity of the pharmacophore
hypothesis space and should have a value <17, and the error
cost, which is dependent on the root mean square differences
between the estimated and the actual activities of the training
set molecules. The root mean square deviation (RMSD)
represents the quality of the correlation between the estimated
and the actual activity data. The best pharmacophore model
has the highest cost difference, lowest RMSD, and best
correlation coefficient.

Test set activity prediction

In addition to estimation of activity of training set
molecules, the pharmacophore model should also esti-

mate the activity of new compounds. Therefore, a set of
78 PDF actives (Chart S1), which were not included in
training set, was considered as a test set. These molecules
are covering a wide range of IC50 activities spanning from
5 to 100000 nM.

Enrichment of database In the lead-discovery studies, the
pharmacophore model should identify active leads against
NPDs in the database screening. Therefore, an in-house
database of 2 million molecules was spiked with 21 known
inhibitors in order to validate whether the pharmacophore
model could identify active compounds. This spiked
database (containing 1525 molecules) was screened with
the pharmacophore model and the enrichment factor (E)
[35] was calculated using:

E ¼ Ha=Ht� A=D; ð1Þ

where Ht=the number of hits retrieved, Ha=the number
of actives in the hit list, A=the number of active molecules
present in the database, and D=the total number of
molecules in the database.

Table 1 Experimental and ‘Hypo 1’ predicted IC50 values of the training set compounds

Compound No IC50 (nM) aFit value Predicted. act bExp .activity scale bPredicted. activity scale cReference

1 2 10.12 5 +++ +++ 20

64 5 10.1 15 +++ +++ 24

73 5 10.14 13 +++ +++ 24

67 12 10.02 17 +++ +++ 24

71 18 9.79 30 +++ +++ 24

69 41 9.96 20 +++ +++ 24

77 50 9.86 25 +++ +++ 24

80 58 9.48 62 +++ +++ 24

56 74 9.22 110 +++ +++ 24

57 230 9.19 120 +++ +++ 24

81 400 9.61 45 +++ +++ 24

20 1700 8.16 1300 ++ ++ 21

58 2000 7.82 2800 ++ ++ 21

10 2000 8.11 1400 ++ ++ 24

3 2300 7.8 2900 ++ ++ 21

9 3800 7.62 4400 ++ ++ 21

22 6500 7.66 4100 + ++ 21

6 7600 7.73 3400 + ++ 21

15 8700 7.54 5400 + + 21

44 50000 6.9 23000 + + 23

47 100000 6.12 140000 + + 23

a Fit value indicates how well the features in the pharmacophore map the chemical features in the compound
b Activity scale: +++, IC50 ≤1000 nM (high active); ++, 1000 nM<IC50≤5000 nM (moderate active); +, IC50 >5000 nM (less active)
cMolecule data source reference
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Docking studies

The orientation of binding inside the active site of protein may
vary if the compounds have diverse chemical space. Moreover,
various conformational changes of the active site amino acids
may occur during binding of compounds in the pocket. Hence
we have used induced fit (IFD; Schrödinger, Inc, USA) [40, 41],
a novel method for fast and accurate prediction of ligand
induced conformational changes in receptor active sites, for
studying the detailed interactions between the ligands and the
active site amino acids. The induced fit protocol begins by
docking the active ligand with Glide. In order to generate a
diverse ensemble of ligand poses, the procedure uses reduced
Vander walls radii and an increased Coulomb-vdW cutoff, and
can temporarily remove highly flexible side chains during the
docking step. For each pose, structure prediction is then used to
accommodate the ligand by reorienting nearby side chains.

These residues and the ligand are then minimized. Finally, each
ligand is re-docked into its corresponding low energy protein
structures and the resulting complexes are ranked according to
GlideScore (expanded version of the ChemScore18 scoring
function). In our studies, X-ray crystal structure of PDF was
taken from PDB entry 1Q1Y and solvent molecules were
deleted and bond order for crystal ligand and protein were
adjusted and minimized up to 0.30 _ RMSD. Using default
settings of IFD which is suitable for a wide range of systems,
docking studies was performed on 99 PDF inhibitors.

Results and discussion

The prime objective of the present work is to analyze the
structural aspects of PDF and its inhibitors essential higher

Hypothesis Total cost aCost difference Error cost RMS Correlation (r)

1 94.140 59.275 78.695 0.876 0.952

2 94.332 59.083 79.475 0.917 0.946

3 95.220 58.195 80.382 0.963 0.941

4 95.655 57.760 80.586 0.973 0.940

5 95.665 57.750 81.375 1.011 0.934

6 95.892 57.524 82.299 1.053 0.927

7 96.019 57.396 80.983 0.992 0.937

8 83.556 69.859 81.568 1.020 0.933

9 97.472 55.943 82.494 1.062 0.927

10 97.995 55.420 81.980 1.039 0.932

Table 2 Results of
pharmacophore hypothesis
generated by using PDF
inhibitors

Null cost=153.416; fixed
cost=83.5567; configuration
cost=11.796
a Cost difference=null cost – total
cost

Fig. 2 Distances between the features of ‘Hypo 1’Fig. 1 Spatial arrangement of features in ‘Hypo 1’
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activity and to screen the potential PDF inhibitors from a
database. To elucidate the structural features of the
inhibitors (pharmacophore), 3D pharmacophore model
was generated using a structurally diverse set of compounds
with the help of HypoGen module of the Catalyst software.
To find the important amino acids (Hot spots) of the
deformylase active site involved in ligand binding, induced-
fit docking (IFD) [42] docking of Glide software was used.

Pharmacophore model

The chemical space of the training set used in the pharmaco-
phore model generation is illustrated in Chart 1. Using these
compounds along with their conformations, ten best quantita-
tive pharmacophore models (hypotheses) were generated
(Table 1). The statistical details of these pharmacophores are
described in Table 2. Total cost (pharmacophore cost) is
calculated for every pharmacophore hypothesis in the top ten
generated pharmacophore hypotheses. This cost will signify
the inaccuracy and entropy of the individual hypothesis. The
model which has less pharmacophore cost is relatively more
significant than others. Further it should be very close to the
fixed cost (which is an ideal or minimal cost for the given data
set). In this study we have obtained a very minimal cost
difference, i.e., between fixed cost and the total cost for the
‘Hypo 1’ (value is 3.8). The null or no correlation cost of the
hypotheses signifies the maximum possible error in the activity
prediction for the given data set. A value of 40–60 bits
difference between null cost and fixed costs for a pharmaco-

phore hypothesis may indicate that it has 75-90% probability of
correlating the data. We obtained a cost between the null cost
and the total cost value of 59.2758 for ‘Hypo 1’. The statistical
analysis illustrates that ‘Hypo 1’ is the best model having more
than 90% probability of correlating the data.

As depicted in Table 2, all ten hypotheses showed total
cost varying between 94.140 and 97.995 and were very
close to the fixed cost (<22 bits). Moreover identical
features were obtained for all ten pharamcophores, but
their spatial orientation was different. Due to the differences
in their special arrangements, they had different statistical
values. Among the ten hypothesis generated, ‘Hypo 1’ had
better statistical parameters when compared to others
(Table 2). It had low total cost (94.1402), less difference

Fig. 4 Mapping of features present in ‘Hypo 1’ with least active
compound

Fig. 3 Mapping of features present in ‘Hypo 1’ with high active
compound

Fig. 5 Scatter plot between the experimental and Hypo1 predicted
activity (Test set and Training set correlations are 0.7 and 0.9 respectively)
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Fig. 7 Binding modes of high active compound

N

O

OH

N

O

N
N

OH

N

O

OO

OH
N

O

OH

N

O

OH

N

O
O

H

N

O

N

N

O

H

N

O

O

O

H

N

O

O

O

O

H

N

O
O

H

N

O

O

H

N

O

O

H

N

O

N

N

O

H

N

O

O

O

O

H

O
N

O

H
H

N

N O

O

O

H

CRD111

HIS158

GLU155

GLY60

VAL59
LEU112

VAL151

HIS177

TYR147

GLU185

ILE150

HYA

ILE150

VAL151

HIS154

GLU109

HYB

Fig. 6 Schematic diagram of binding modes of high active compounds

J Mol Model (2012) 18:693–708 699



Table 3 Different scaffolds present in total set of molecules, used for induced fit docking
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between total cost and fixed cost (3.8), high cost difference
between null cost and total cost (59.276), least RMSD
(0.871), and a strong correlation coefficient (0. 952)
between experimental and estimated activity. The spatial
arrangement of this model consisted of four chemical
features, i.e., two hydrogen-bond acceptors (HBA), one
hydrogen-bond donor (HBD), and one hydrophobic (HY)
feature (Figs. 1 and 2). Activities were estimated for all
compounds based on the best ranking pharmacophore
(Hypo 1). The actual and estimated PDF activities of the
training and test set compounds are listed in Table 1 &
Table S1, respectively. As depicted in Table 1, the ‘Hypo 1’
was able to differentiate the molecules into high, moderate
and least actives. All the features of the model are well
mapped to the high active compounds and had a fit value
ranging from 6.12 to 10.14. Whereas, in the least active

compounds the hydrogen bond donor feature was not
mapped and has fit value in the range of 6.1 to 7.5.

The most active compound 1 (Actinonin) had a fitness
score of 10.12 when mapped to ‘Hypo 1’ (Fig. 3). On the
contrary, the least active compound 47 was mapped to a
value of 6.12 (Fig. 4). In Actinonin, the two HBA features
mapped to the two carbonyl oxygen’s present in the
compound, HBD feature was superimposed to hydroxyl
group of CH2OH which is attached to the second position
of the pyrrolidenyl ring, which is attached to imidazole
ring, and the hydrophobic group is mapped to the alkyl
chain of the compound. Whereas, in the least active
compound, one of the HBA and a hydrophobic feature
were mapped to the compound and the other two features
did not map. The predictive power of the ‘Hypo 1’ was
validated with 78 test set compounds. A correlation

Table 3 (continued)
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coefficient of 0.722, showing a good correlation between
the actual and estimated activities (Fig. 5) was obtained.
Overall, 32 of 44 highly active, 21 of 28 moderately active,
and five inactive compounds were predicted correctly.

Docking studies

Till date, various classes of inhibitors are discovered against
S. aureus and these were shown in Chart 1 and S1. As PDF/
ligand binding interaction models would be useful in
designing and optimizing the lead compounds. However,
only one experimental evidence is available in the protein
databank PDB (1Q1Y) explaining the binding orientation
of a particular ligand Actinonin inside the active site of
PDF. This scanty and limited information available on the
protein-ligand structure complex could explored by docking
the known inhibitors into the binding pocket of PDF, to
provide understanding of how known PDF inhibitors
interact with PDF.

Protein structural flexibility plays a crucial role in receptor–
ligand complex formation and ideally should be considered
during the drug design process. Moreover the active site of
PDF is more flexible due to the presence of large random coil.
As the structure-based discovery of new antibacterial agents
against Staphylococcus aureus would be aided by detailed
structural information about the mode of inhibitor binding to
its active site, we have used here the flexible docking
program of Schrodinger software, induced fit [42] to uncover
the conformational variations of PDF active site while
interacting with various classes of inhibitors.

The crystal structure of PDF, available in protein
databank contains co-crystal actinonin, a potent inhibitor
of bacterial PDFs. We have docked all 99 inhibitors
(Table S4, Supplementary data) using induced fit docking
(IFD) procedure. Briefly, the procedure is intended to

explore the flexibility of both ligand and receptor in the
course of the docking process and is composed of three
sequential steps: (1) Initial docking of the ligand into the
binding pocket of receptor with decreased van der Waals
radii of binding site amino acids; (2) optimization of the
side chains of the residues in the binding pocket; (3) final
docking of the ligand at the optimized receptor. For the
docking of 99 inhibitors, the docking region of 1Q1Y was
defined as a box with a side of 26 Å and centered on crystal
ligand actinonin. Initially the ability of docking method was
evaluated by re-docking the crystal ligand actinonin into the
binding site of the receptor. Re-docking with actinonin
produced best scoring pose with heavy atoms RMSD of the

Fig. 10 Modified pharmacophore used for virtual screeningFig. 8 Binding pose of potent inhibitor actinonin

Fig. 9 Alignment of all molecules with their best binding pose
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Table 4 Selective hits obtained from virtual screening
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compound below 2 Å. Figure representing the super
positioning of crystal and docked actinonin is available in
the Supporting information (Fig S1).

The entire 99 inhibitors were docked into the active site
of PDF and correlation was calculated between Glide score
and the pIC50 by linear regression analysis method. An
acceptable correlation coefficient (r) of 0.788 was obtained
between experimental pIC50 and docking energy (Fig. S2
and Table S2). This correlation proved that the binding
conformations and binding models of the inhibitors of PDF
are reliable and this is further confirmed by the observation
that high active compounds show better glide scores than
the low active compounds.

The docking results for all the classes of the compounds
are summarized in Table S4 in Supplementary data. The
binding modes of high active compounds in each class are
shown in Figs. 6, 7, Fig. S2 (Supplementary data) and
Table 3. As depicted in Fig. 7a, the amino acids Glu155 and
Csd111 (Cystene oxidized to cystene sulfonic acid) create
an electronegative environment to form ionic interactions
with zinc. All the classes of inhibitors have electronegative
groups like hydroxamates or acetates that interact with the
positively charged zinc ion. The potent inhibitor actinonin
containing electronegative group, hydroxamic acid not only
forms a strong ionic interactions with zinc ((O1: 2.36 Å,
O2: 2.47 Å) (Fig. 8) but also has strong hydrogen bond
interactions with His158 (O1…NE2:3.42 Å), Gln65 (O1…
OE1 and NE2: 2.79 Å and 3.32 Å respectively), Csd111
(O2..OD2: 2.874 Å) and with Leu112 (O2…N: 3.087 Å).
The NH group of hydroxamic acid also forms strong
hydrogen bond interactions with Gln155 (N1….OE2:
2.931 Å) and Gly60 (N1…O:2.763 Å). It also forms
another hydrogen bond interaction with its carbonyl oxygen
to the back bone NH of Val59 (3.27 Å). The substituted
piperdine ring is arranged into another hydrophobic pocket
(HYA) and forms van-der Waals interactions with the
amino acids, His177, Tyr147, and Glu185. The aliphatic
chain, pentyl group of the compound is extended into the
hydrophobic region formed by Glu109, Ile150, Val151 and
His154 (Figs. 6 and 8).

The compounds which have hydroxamic acid group are
showing at least some activity, e.g., compound 45, 48 and
8 by interacting with Zn metal ion, but for higher activity
the compounds should have hydrophobic pharmacophores
which are missing in these compounds. The hydroxamic
group containing compounds like compound 1 and com-
pound 64 show higher activity because their hydrophobic
groups are tightly fixed into the hydrophobic pockets A and
B (Fig. 7Aa, Ab & Fig. 8) and forming strong hydrophobic
interactions with the corresponding amino acids. In the case
of compounds 64, 65 and 66, the methyl group present on
the nitrogen of the benzo-thiazine ring is showing weak
interactions with hydrophobic pocket-A when compared

with iso-pentyl (compound 66) or pentyl (compound 65)
functional groups. In the flexible compounds like com-
pound 47 containing carboxyl group (instead of hydorxy-
mate), the orientation of flexible hydrophobic group is
different from the other compounds. It extends into another
pocket formed by Ser 85, Asp80 and His186, as it cannot
be accommodated either in pocket A or B. Due to this
extension of the carboxyl group, it is pulled away from the
metal ion and has negligible interactions with metal ion.
Hence, this may be the reason for having the least activity for
these molecules. The alignment of docking poses of the
compounds containing different scaffolds were shown in
Fig. 7Aa, Ab & Fig. 9. The important features of the
compounds necessary for stronger interactions with active
site amino acids of PDF are enclosed in circles in this figure.

Like compound 1, the other inhibitors containing hydroxa-
mic acid are also binding in the same orientation. The
hydroxamic group compound 41 shows strong electrostatic
interactions with metal cation and also with Leu112, Glu156
and Gly60, but its oxazole ring forms weak hydrogen bonds
with Val59 and Gly60. Also it is missing important
hydrophobic interactions when compared with actinonin.
Compound 40 also shows a similar kind of interaction which
was observed in 41. Compound 44 contains only one
electrophilic group, hydroxamic acid and the rest is bi-cyclic
phenyl group. Hence it forms hydrogen bond interactions with
Leu112, Glu15 and Gly60. The important interaction with
Val59 is missing in this compound. A little change in the
orientations of the hydroxamic acid in compound 40,
compound 44 and compound 84 is observed. The hydroxamic
acid moved slightly far away from Leu112, Glu155 in order to
produce a favorable interaction between His154 and oxygen
of the methoxy group substituted on phenyl ring of compound
40. The napthyl ring of compound 46 is positioned into the
hydrophobic pocket. Hydroxamine and substituted amino

Fig. 11 Binding orientations of screened molecules

J Mol Model (2012) 18:693–708 705



phenyl groups are perpendicularly positioned on the napthyl
ring to have hydrogen bond interactions with Gly60, Val59
and Cys111. Compound 84 is docked in such a way that it
forms an important hydrogen bond between the carbonyl
group present on the quinoline ring and Gly50 and Val59. Due
to this the hydroxamic position is twisted. Though it is twisted
it is conserving the crucial interactions withmetal ion and with
Leu112. In the non hydroxamic compounds, i.e., in the case of
17 and 39, carboxylic acid is substituted instead of hydroxa-
mic acid. The acidic group forms an electronic interaction
with metal cation. In addition, there is hydrogen bonding with
Gly60 and Val59 but no observed interaction with the catalytic
residue Leu112. They have different orientations of the
hydrophobic part when compared with compounds containing
hydroxamic acid.

On comparison of the pharmacophore models with dock-
ing interaction models, it was found that both are well
correlated. The four featured pharmacophore models contain-
ing two acceptors, one donor and one hydrophobic feature are
mapped well to the best active compound, actinonin. One of
acceptors, HBA1 is mapped to carbonyl oxygen of hydrox-
amine group present in the compound. This group shows
important interactions with CSD111, Leu112 and ZN.
Another acceptor HBA2 maps to another carbonyl oxygen
of the compound, which acts as an important acceptor in
forming hydrogen bonds with Val59. The hydrophobic group
which is mapped to the iso-pentyl group forms hydrophobic
interactions with Glu109, Ile150, Val151 and His154 amino
acids. The pharmacophore aligned conformations of diverse
compounds are shown in Fig. S3, Supplementary data.

For the inhibitors electro negative group is essential for
interacting with the zinc cation ion in the active site of PDF.
This is the reason why the simple hydroxamic acid has some
activity against PDF. We have collected some of the ligands
which interact with Zinc ion from the protein data bank to
analyze whether these compounds are able to interact with S.
aureus PDF (list of compounds along with PDBID was
shown in Table S3 in supplementary information). Most of
these compounds have -COOH, -CONH2, -CONHOH, -SO2,
and -PO4−2 which are essential for interacting with zinc
metal. These compounds show good predicted activity
against S. aureus PDF when mapped on to the ‘Hypo 1’.
All the superimposed compounds on the pharmacophore
model were shown in Fig. S4, Supplementary data. These
compounds are also having good docking score (Table S3)
when these are docked into the active site of PDF. The acidic
groups of these compounds are exhibiting strong interactions
with zinc metal. The overlay of best poses of these
compounds inside the active site of PDF is shown in
Fig. S5, Supplementary data. Although hydroxamates are
considered the most effective zinc binding group, they lack
selectivity, [43] especially they can interact with human
physiologically important metallo enzymes. However MMP

inhibitor, doxycycline (Periostat) containing hydroxamate has
emerged as an antibiotic in the market. As discussed
previously, the PDF inhibitors containing hydroximates can
become an antibiotic if they have hydrophobic groups which
can properly fit into hydrophobic pockets (HYA and HYB),
which are specific for bacterial PDFs.

To select the potent inhibitors with higher selectivity toward
PDF, we performed virtual screening. For performing virtual
screening of selective inhibitors we have modified the ‘Hypo
1’ by adding another hydrophobic feature which represents the
pocket ‘hydrophobic A’ of the receptor. The modified model is
shown in Fig. 10. Using this pharmacophore model we have
screened inhouse database containing 1.5 lacks molecules. A
total of 400 compounds were obtained from the pharmaco-
phore screening, among them the compounds having good
fitness score (greater than 9.0) and having proper mapping to
two hydrophobic features were selected and further docked
into the binding pocket of PDF to confirm the conserved
interactions for selectivity against PDF. We have selected the
best ten molecules which are showing strong hydrogen
bonding interactions and also hydrophobic interactions in
two hydrophobic pockets of PDF. These compounds were
listed in Table 4 and their binding orientations were shown in
Fig. 11 (superimposed all).

Conclusions

Ligand based pharmacophore model was generated using 21
diverse PDF inhibitors, best predictive model has two accept-
ors, one donor and one hydrophobic feature. Further to
illustrate the important interactions between the receptor and
the inhibitors IndcuedFit docking was performed. Docking
results showed that, the electronegative group is essential for
the inhibitor which is not only essential for interacting with
zinc metal but also with CSD111, Leu112, His158, and
Gln65. The two hydrophobic pockets (Hydrophobic A & B)
are essential for selectivity toward the PDF. Based on this we
have screened inhouse database to find potential and selective
inhibitors of PDF. Ten new compounds were obtained from
the virtual screenings which have strong interactions with the
hydrophobic groups of the receptors.

Acknowledgments The authors thank Dr. J.A.R.P. Sarma, Sr. Vice-
President, GVK Biosciences Pvt. Ltd. for their cooperation and
providing software facilities.

References

1. Cohen ML (1992) Epidemiology of drug resistance: implications
for a post-antimicrobial era. Science 257:1050–1055

2. Hayes JD, Wolf CR (1990) Molecular mechanisms of drug
resistance. Biochem J 272:281–290

706 J Mol Model (2012) 18:693–708



3. Spratt BG (1994) Resistance to antibiotics mediated by target
alterations. Science 264:388–393

4. Adams JM, Capecchi M (1996) N-formylmethionyl-sRNA as
the initiator of protein synthesis. Proc Natl Acad Sci USA
55:147–155

5. Adams JM (1968) On the release of the formyl group from
nascent protein. J Mol Biol 33:571–589

6. Clements JM, Beckett RP, Brown A, Catlin G, Lobell M, Palan S,
Thomas W, Whittaker M, Wood S, Salama S, Baker PJ, Rodgers
HF, Barynin V, Rice DW, Hunter MG (2001) Antibiotic activity
and characterization of BB-3497, a novel peptide deformylase
inhibitor. Antimicrob Agents Chemother 45:563–570

7. Nguyen KT, Hu X, Colton C, Chakrabarti R, Zhu MX, Pei D
(2003) Characterization of a human peptide deformylase: impli-
cations for antibacterial drug design. Biochemistry 42:9952–9958

8. Apfel C, Banner DW, Bur D, Dietz M, Hirata T, Hubschwerlen C,
Locher H, Page MGP, Pirson W, Rosse G, Specklin JL (2000)
Hydroxamic acid derivatives as potent peptide deformylase
inhibitors and antibacterial agents. J Med Chem 43:2324–2331

9. Apfel C, Banner DW, Bur D, Dietz M, Hubschwerlen C, Locher
H, Marlin F, Masciadri R, Pirson W, Stadler H (2001) 2-(2-Oxo-
14-dihydro-2 H-quinazolin-3-yl)- and 2-(22-dioxo-14-dihydro-
2 H-2lambda6-benzo[1,2,6]thiadiazin-3-yl)-N-hydroxy-acet-
amides as potent and selective peptide deformylase inhibitors. J
Med Chem 44:1847–1852

10. Thorarensen A, Douglas MR, Rohrer DC, Vosters AF, Yem AW,
Marshall VD, Lynn JC, Bohanon MJ, Tomich PK, Zurenko GE,
Sweeney MT, Jensen RM, Nielsen JW, Seest EP, Dolak LA
(2001) Identification of novel potent hydroxamic acid inhibitors of
peptidyl deformylase and the importance of the hydroxamic acid
functionality on inhibition. Bioorg Med Chem Lett 11:1355–1358

11. Lee MD, She Y, Soskis MJ, Borella CP, Gardner JR, Hayes PA,
Dy BM, Heaney ML, Philips MR, Bornmann WG, Sirotnak FM,
Scheinberg DA (2004) Human mitochondrial peptide deformylase
a new anticancer target of actinonin-based antibiotics. J Clin
Invest 114:1107–1116

12. Xu Y, Lai LT, Gabrilove JL, Scheinberg DA (1998) Antitumor
activity of actinonin in vitro and in vivo. Clin Cancer Res 4:171–176

13. Grujic M, Renko M (2002) Aminopeptidase inhibitors bestatin
and actinonin inhibit cell proliferation of myeloma cells predom-
inantly by intracellular interactions. Cancer Lett 182:113–119

For examples of hydroxamate and reverse hydroxamate
inhibitors see:

14. Apfel C, Banner DW, Bur D, Dietz M, Hirata T, Hubschwerlen C,
Locher H, Page MGP (2000) Hydroxamic acid derivatives as
potent peptide deformylase inhibitors and antibacterial agents. J
Med Chem 43:2324–2331

15. Apfel C, Banner DW, Bur D, Dietz M (2001) 2-(2-Oxo-14-dihydro-
2 H-quinazolin-3-yl)- and 2-(22-dioxo-14-dihydro-2 H-2lambda6-
benzo[126]thiadiazin-3-yl)-N-hydroxy-acetamides as potent and
selective peptide deformylase inhibitors. J Med Chem 44:1847–1852

16. Hackbart CJ, Chen DZ, Lewis JG (2002) N-alkyl urea
hydroxamic acids as a new class of peptide deformylase
inhibitors with antibacterial activity. Antimicrob Agents Che-
mother 46:2752–2764

17. Clemens JM, Beckett RP, Brown A (2001) Antibiotic activity and
characterization of BB-3497 a novel peptide deformylase inhib-
itor. Antimicrob Agents Chemother 45:563–570

18. East SP, Beckett RP (2004) Peptide deformylase inhibitors with
activity against respiratory tract pathogens. Bioorg Med Chem
Lett 14:59–62

19. Hu X, Nguyen KT (2003) Structure-based design of a
macrocyclic inhibitor for peptide deformylase. J Med Chem
46:3771–3774

20. Serero A, Giglione C, Sardini A, Martinez Sanz J, Meinnel T
(2003) An unusual peptide deformylase features in the human
mitochondrial N-terminal methionine excision pathway. J Biol
Chem 278:52953–52963

21. Yuan Z, Trias J, White RJ (2001) Deformylase as a novel
antibacterial target. Drug Discov Today 6:954–961

22. Jain R, Chen D, White RJ, Patel DV, Yuan Z (2005) Bacterial
peptide deformylase inhibitors: a new class of antibacterial agents.
Curr Med Chem 12:1607–1621

23. LeeMD, Antczak C, Li Y, Sirotnak FM, BornmannWG, Scheinberg
DA (2003) A new human peptide deformylase inhibitable by
actinonin. Biochem Biophys Res Commun 312:309–315

24. Giglione C, Pierre M, Meinnel T (2000) Peptide deformylase as a
target for new generation, broad spectrum antimicrobial agents.
Mol Microbiol 36:1197–1205

25. Boularot A, Giglione C, Petit S, Duroc Y, Alves de Sousa R,
Larue V, Cresteil T, Dardel F, Artaud I, Meinnel T (2007)
Discovery and refinement of a new structural class of potent
peptide deformylase inhibitors. J Med Chem 50:10–20

26. Cali P, Naerum L, Mukhija S, Hjelmencrantz A (2004) Isoxazole-
3-hydroxamic acid derivatives as peptide deformylase inhibitors
and potential antibacterial agents. Bioorg Med Chem Lett
14:5997–6000

27. Michael HH, Cenizal T, Gutteridge S, Wayne SH, Tao Y, Totrov
M, Vernon AW, Zheng Ya-jun (2004) A novel class of inhibitors
of peptide deformylase discovered through high-throughput
screening and virtual ligand screening. J Med Chem 47:6669–
6672

28. Atli T, Martin RD, Douglas CR, Anne FV (2001) Identification
of novel potent hydroxamic acid inhibitors of peptidyl
deformylase and the importance of the hydroxamic acid
functionality on inhibition. Bioorg Med Chem Lett 11:1355–
1358

29. Valentina M, Xiaohui H, Juliet N, Kunyong Y, Andreas K (2004)
Identification of novel potent bicyclic peptide deformylase
inhibitors. Bioorg Med Chem Lett 14:1477–1481

30. Seung WY, Hee YL, Bong HC, Kyung MA, Jung SR, Young HL,
Jae HK (2006) Synthesis and biological evaluation of N-Formyl
hydroxylamine derivatives as potent peptide deformylase inhib-
itors. Bull Korean Chem Soc 27:1075–1078

31. Jung SY, Chang JZ, Sangku L, Jin HK, Won GK (2006)
Macrolactin N, a new peptide deformylase inhibitor produced by
Bacillus subtilis. Bioorg Med Chem Lett 16:4889–4892

32. CATALYST 4.10, Accelrys, Inc, San Diego, CA, 2005, http://
www.accelrys.com/

33. Kurogi Y, Guner OF (2001) Pharmacophore modeling and three-
dimensional database. Curr Med Chem 8:1035–1055

34. Funk OF, Kettmann V, Drimal J, Langer T (2004) Chemical
function based pharmacophore generation of endothelin-A selec-
tive receptor antagonists. J Med Chem 47:2750–2760

35. Brooks BR, Brucolleri RE, Olafson BD, States DJ, Swaminathan
S, Karplus MJ (1983) CHARMM: a program for macromolecular
energy. J Comput Chem 4:187–217

36. Guner OF (2000) Pharmacophore perception development and use
in drug design. International University Line, La Jolla

37. Sprague PW (1995) In: Muller K (ed) Perspectives in drug
discovery and design, vol 3. ESCOM Science Publishers BV, The
Netherlands, p 1

38. Smellie A, Teig SL, Towbin P (1995) Poling-promoting confor-
mational variation. J Comput Chem 16:171–187

39. Santo RD, Fermeglia M, Ferrone M, Paneni MS, Costi R,
Artico M, Roux A, Gabriele M, Tardif KD, Siddiqui A, Pricl S
(2005) Simple but highly effective three-dimensional chemical-

J Mol Model (2012) 18:693–708 707

http://www.accelrys.com/
http://www.accelrys.com/


feature-based pharmacophore model for diketo acid derivatives
as hepatitis C virus RNA-dependent RNA polymerase inhib-
itors. J Med Chem 48:6304–6314

40. Friesner RA, Banks JL, Murphy RB, Halgren TA, Klicic JJ,
Mainz DT, Repasky MP, Knoll EH, Shelley M, Perry JK, Shaw
DE, Francis P, Shenkin PS (2004) Glide: a new approach for
rapid, accurate docking and scoring. 1. Method and assessment
of docking accuracy. J Med Chem 47:1739–1749

41. Halgren TA, Murphy RB, Friesner RA, Beard HS, Frye LL,
Pollard WT, Banks JL (2004) Glide: a new approach for rapid,
accurate docking and scoring. 2. Enrichment factors in database
screening. J Med Chem 47:1750–1759

42. Sherman W, Day T (2006) Novel procedure for modelling ligand/
receptor induced fit effects. J Med Chem 49:534–553

43. Docherty AJ, Crabbe T, O’Connell JP, Groom CR (2003)
Proteases as drug targets. Biochem Soc Symp 70:147–161

708 J Mol Model (2012) 18:693–708



ORIGINAL PAPER

CYP isoform specificity toward drug metabolism: analysis
using common feature hypothesis

M. Ramesh & Prasad V. Bharatam

Received: 31 January 2011 /Accepted: 20 April 2011 /Published online: 12 May 2011
# Springer-Verlag 2011

Abstract Three dimensional pharmacophoric maps were
generated for each isoforms of CYP2C9, CYP2D6 and
CYP3A4 separately using independent training sets consist
of highly potent substrates (seven substrates for each
isoform). HipHop module of CATALYST software was
used in the generation of pharmacophore models. The best
pharmacophore model was chosen out of the several
models on the basis of (i) highest ranking score, (ii) better
fit value among training set, (iii) capability to screen
substrates from data set and (iv) efficiency to identify the
isoform specificity. The individual pharmacophore models
(CYP2C9-hypo1, CYP2D6-hypo1 and CYP3A4-hypo1)
are characterized by the pharmacophoric features XZDH,
RPZH and XYZHH for the CYP2C9, CYP2D6 and
CYP3A4 respectively. Each of the chosen models was
validated by using data sets of CYP substrates. This
comparative study of CYP substrates demonstrates the
importance of acidic character along with HBD and HBAl
features for CYP2C9, basic character with ring aromatic
features for CYP2D6 and hydrophobic features for
CYP3A4. Acidity, basicity and hydrophobicity features
arising from the functional groups of the substrates are also
responsible for demonstrating CYP isoform specificity.

Hence, these chemical features are incorporated in the
decision tree along with pharmacophore maps. Finally, a
decision tree based on chemical features and pharmaco-
phore features was generated to identify the isoform
specificity of novel query molecule toward the three
isoforms.

Keywords Common feature hypotheses . Cytochromes .

HipHop . Isoform specificity

Introduction

Drugs, in many cases, are metabolized into more readily
soluble, excretable forms and are eliminated from the
systemic circulation. The role of drug metabolism is
detoxification and potential excretion of harmful com-
pounds to nontoxic compounds, though in a few cases
metabolism transforms nontoxic compounds to toxic com-
pounds. All of these reactions are significantly mediated by
cytochromes P450 commonly known as CYPs [1, 2]. The
CYPs constitute a super family of heme-containing mono-
oxygenase enzymes that catalyze the metabolism of a wide
variety of endogenous and exogenous compounds. Pre-
dominant isoforms of cytochrome P450 involved in drug
metabolism are CYP2C9, CYP2D6 and CYP3A4 which
metabolize up to 80-90% of all xenobiotics [3–6]. CYP2D6
metabolizes 15-20% of clinically administered drugs. But
the response arises due to this isoenzyme varies from
patient to patient because of its associated genetic poly-
morphism. CYP3A4 metabolizes up to 50% of all reported
drugs and a few of which are also metabolized by other
isoforms. Though there are commonalities in the oxidation
reactions carried out by various isoforms of cytochromes,
isoform specificity is also observed. Isoform specificity of
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cytochromes is manifested in any of the following ways- (i)
substrate selection- i.e., specific substrate predominantly
metabolized by specific enzyme, it may be due to specific
interactions between the substrate and enzyme (e.g.,
flurbiprofen metabolized by CYP2C9 through ionic inter-
actions) [7] (ii) Site of metabolism- i.e., specific substrate
may be oxidized by more than one isoenzyme but at two
different locations on the substrate, (e.g., 4’ hydroxylation
is the site of metabolism (SOM) of diclofenac in CYP2C9
whereas 5-hydroxylation is the site of metabolism in
CYP3A4) [8] (iii) Rate of conversion to product- i.e., while
a specific substrate may be oxidized by two different
isoenzymes and when the site of metabolism is the same,
the Km value associated with catalytic process differs, (e.g.,
fluoxetine shows higher Km value (Km=30.7 μM) for
CYP2C9 and lower Km value (Km=2.20 μM) for CYP2D6)
[9].

CYP2D6 shows genetic polymorphism and pharmaceu-
tical industries are less inclined to develop a molecule with
CYP2D6 mediated drug metabolism. Binding of any drug
to CYP2D6 allelic variants cause drug-drug interactions
[10]. The metabolic profile of ligand molecule also varies
from one cytochrome to another [8]. It is important to
establish which isoforms play a role in metabolizing any
new drug candidate. Hence, the prediction of isoform
specificity is required at the early stage of drug discovery
to optimize the metabolic profile of new leads. Prediction of
isoform specificity also helps to switch the ligand metab-
olism toward specific CYPs in order to avoid the formation
of unwanted/toxic metabolites from nonselective CYPs.
There are several experimental drug metabolism studies to
perform the isoform specificity using LC/MS. All these
experimental drug metabolism studies are time consuming
and expensive. There is a need to develop strategies for
identifying the isoform specificity in metabolizing a new
drug candidate in order to reduce the number of experi-
mental drug metabolism studies. Computational metabolite
prediction studies offer such strategies for the prediction of
isoform specificity and metabolites on drug metabolism.
Early identification of isoform specificity and metabolites
on drug metabolism through the computational strategies
can also help in the design of novel chemical scaffolds with
efficient metabolic profile. A few scientific groups pro-
posed descriptor based classification schemes for identify-
ing CYP isoform specificity [11–14]. The aim of the current
work is to develop a schematic protocol based on
pharmacophore maps which can identify the preferred
enzymes for the metabolism of a given substrates among
CYP2C9, CYP2D6 and CYP3A4. This information based
on computational studies coupled with knowledge on drug
metabolites could be a valuable tool in the design analogues
with improved metabolic profile within a specific class of
therapeutic agents.

Various reports on the computational pharmacophore
models for CYP2C9, CYP2D6 and CYP3A4 are briefly
reviewed below. De Groot et al. reported a combination of
protein and pharmacophore modeling from 31 metabolic
pathways of 27 substrates for CYP2C9. The model also
used molecular orbital calculations on substrates that
incorporated steric, electronic and chemical stability prop-
erties. The model was successfully used to predict the
metabolism of substrates [15]. Jones et al. built the initial
model for CYP2C9 and the model was further updated by
overlaying eight substrates and one inhibitor, using phe-
nytoin as the template molecule [16]. Mancy et al.
constructed a model which demonstrated a hydrogen bond
donor–hydrogen bond acceptor interaction and resulted in a
relatively larger active site cavity for CYP2C9 [17]. The
substrate models for CYP2D6 were constructed by manual
alignments based on substrates containing a basic nitrogen
atom at either 5Å or 7Å from the site of oxidation, and
coplanar aromatic rings [18, 19]. Another hypothetical
model developed by Koymans et al. used debrisoquine and
dextromethorphan as template molecules. The model con-
structed from 16 substrates representing 23 metabolic
reactions and was validated by predicting the metabolism
of a further four compounds [20]. Lewis et al. suggested the
structural requirements for CYP3A4 substrates which
include hydrogen bond acceptor atom 5.5–7.8Å from the
site of metabolism [21]. Ekins et al. generated a
hypothesis for CYP3A4 from 38 substrates consisting
of two hydrogen bond acceptors, one hydrogen bond
donor and one hydrophobic region [22]. There are
various hypothetical models and computational drug me-
tabolism studies [23–25] which independently help in
understanding metabolic profile of CYPs. However, a
combined protocol has not yet been established to identify
the isoform specificity of CYP substrates. In this article, we
describe a combined protocol using pharmacophore maps
and chemical features.

Materials and methods

All the computational studies using softwares SYBYL6.9
[26] and CATALYST4.10 [27] were carried out on Silicon
Graphics Octane2 workstation, running under the IRIX 6.5
operating system.

HipHop is an automated tool within CATALYST
software that is based on alignment of common features
present in highly potent compounds, it is a useful
computational tool in building three-dimensional pharma-
cophore based hypothetical models from the highly potent
molecules of diverse conformational structures. It employs
a polling algorithm to identify the common features among
the training set of compounds and this approach does not
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Table 1 Training set substrates for HipHop hypotheses generation

Training set 
substrates 

Structures Km Values 

(µM) 

Fit value Ref. 

9C2PYC

Diclofenac (1) NH

Cl Cl

OHO

1.4 3.05 [37] 

Lornoxicam (2) 

Cl

S

S

O
O

O
HO

NNH
N

0.83 2.98 [38] 

Celecoxib (3) 

S

F

F F

O

O

N
N

NH2

4.10 1.93 [39] 

Phenytoin (4) 

HN

O

NH

O

5.40 2.69 [40] 

Phenprocoumon (5) 

O

O

OH

0.72 4.00 [41] 

Terbinafine (6) 
N

3.20 2.84 [42] 
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Table 1 ( continued)

Warfarin (7)

O

OH

O

O
1.5 3.93 [43] 

CYP2D6 

7-methoxy-4-
[(methylamino)methyl
]-2H-chromen-2-one 
(8) 

O O

NH

O

5.09 3.99 [44] 

Citalopram (9) 

O

N
F

N

7.0 2.62 [45] 

Astemizole (10) 

F

N

N

H
N

N

O

0.96 2.99 [46] 

Venlafaxine (11) 
O

N

HO

10.0 3.73 [47] 

Loperamide(12) 
Cl

OH

NO
N

2.8 3.54 [48] 

4-((ethylamino) 
methyl)-7-methoxy-
2H-chromen-2-one 
(13)

OO O

H
N

1.00 4.00 [44] 

Amitriptyline (14) 5.4 3.72 [49] 

Training set 
substrates 

Structures Km Values 

(µM) 

Fit value Ref. 
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Table 1 ( continued)

N

CYP3A4 

Alfentanil (15) 

O

O

O

NN
N

N

N

N 1.0 3.87 [50] 

Atorvastatin lactone 
(16) 

F

O

OH

O

O N

NH

1.4 3.83 [51] 

Erlotinib (17) 

O

O
O

O

HN

N

N 5.92 3.62 [52] 

Midazolam (18) 

Cl

F

N
NN

8.44 2.90 [53] 

Mifepristone (19) 
OH

O

N

7.4 3.54 [54] 

Training set 
substrates 

Structures Km Values 

(µM) 

Fit value Ref. 
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consider the biological activity while generating hypothe-
ses. The usefulness of this pharmacophore modeling
approach has already been established by numerous
successful applications of our studies [28, 29].

Collection of CYP2C9, CYP2D6 and CYP3A4 substrates

In this study, we have collected the data of known CYP2C9,
CYP2D6 and CYP3A4 substrates from publicly available
literature. The substrates were collected on the basis of
availability of experimental information on CYP catalyzed
product formation. CYP2C9, CYP2D6 and CYP3A4 sub-
strates which meet the following conditions in the primary
literature are included in three different data sets- (i) Kinetic
data (Km /Vmax) exists for metabolism by recombinant
CYP2C9, CYP2D6 and CYP3A4 respectively, (ii) Sterio-
chemical details are defined, (iii) Structure of the metabolite
is clearly determined and (iv) The site of metabolism is
established using experimental metabolism studies. A few
substrates (fluoxetine, troglitazone, fluvastatin, celecoxib,
tolterodine, thioridazine, astemizole, delavirdine, tamoxifen)
are part of more than one data set as they are reported to be
catalyzed by more than one isoforms. These three data sets
contain 30, 37 and 74 numbers of substrates respectively for
CYP2C9, CYP2D6 and CYP3A4.

Training set and test set selection

The substrates contained in the training set were selected by
considering their therapeutic diversity as well as their

structural diversity in the form of core and side chain of
the molecule. The seven most potent substrates were
selected for each of the isoforms (Table 1). The data sets
defined in the previous section are employed as test sets,
these include substrates chosen for training set.

Ligand pre-processing and conformational model
generation

The 3D structure of CYP substrates were built using sketch
molecule panel implemented in SYBYL6.9 and were
energetically minimized by Powell method. The optimized
3D structures were stored as .mol2 files and transferred to
CATALYST workstation for the conformational model
generation. Maximum of 250 conformations were allowed
to generate a conformational model with an energy cut of
value 20 kcal mol-1. The number of conformations needed
to produce a good representation of a compound’s
conformational space depends on the structure of the
molecule. The conformational diversity of the training set
substrates also accounts for the molecular flexibility of the
ligand while binding to the active site of the enzymes.

Functional mapping analysis

The 3D structures of the substrates were analyzed for
the functional mapping individually to ascertain the
presence of different pharmacophoric features in the
training set substrates. CATALYST software provides
two types of opportunities to carry out functional

Table 1 ( continued)

Nifedipine (20) O

OO

OO-

O

N
H

N+

3.2 3.78 [55] 

Tofisopam (21) 

O

O

O

O

N
N

0.9 4.91 [56] 

Training set 
substrates 

Structures Km Values 

(µM) 

Fit value Ref. 
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mapping analysis in the form of (i) fragment based
functional mapping (ii) features based functional map-
ping. Feature based functional mapping analysis was
performed for all the training set substrates. This helped
us to incorporate the required features from the feature
dictionary while generating the common feature hypoth-
eses. Pharmacophoric features like hydrogen bond donor
(HBD), hydrogen bond acceptor (HBA), hydrogen bond
acceptor lipid, hydrophobic, hydrophobic aliphatic,
hydrophobic aromatic and ring aromatic were searched
among the training set substrates using feature function-
al mapping.

HipHop hypotheses generation

HipHop provides feature based alignment of collection of
compounds without considering biological activity. It
matches pharmacophoric features of the molecules against
template. HipHop takes collection of conformational
models of molecules and produces series of molecular
alignments in variety of standard file formats. HipHop
begins by identifying configurations of features common to
a set of molecules. A configuration consists of a set of
relative locations in 3D space and associated feature types.
A molecule matches the configuration if it possesses the
conformations and pharmacophoric features that can be
superimposed within a tolerance limit from the
corresponding ideal locations.

The training set compounds associated with their diverse
conformational models were subjected for hypotheses
generation. The molecular characteristics, which are essen-
tial for tight binding between ligand and its corresponding
targets like CYP2C9, CYP2D6 and CYP3A4 were
expressed as common features disposed in three-
dimensional space known as hypotheses. Phenprocoumon
is the highly potent CYP2C9 substrate in the training set
used as the principal compound for hypotheses generation.
Phenprocoumon, 7-methoxy-4-[(methylamino)methyl]-2H-

Fig. 1 Top ranked common features hypotheses (HipHop) for a) CYP2C9 b) CYP2D6 c) CYP3A4

Table 2 Top ranked hypotheses

CYP Hypotheses rank Features Scores

2C9 hypo1 XZDH 48.02

hypo2 XZDH 47.34

hypo3 RZHH 46.63

hypo4 RZHA 45.63

hypo5 RZHA 45.47

hypo6 XXDH 44.92

hypo7 RXHH 44.73

hypo8 XZHH 44.37

hypo9 RXHA 43.73

hypo10 XXDA 43.72

2D6 hypo1 RPZH 59.93

hypo2 RPZH 59.93

hypo3 RPZA 58.73

hypo4 PXZH 58.73

hypo5 RPZA 58.67

hypo6 RPYH 57.58

hypo7 RPYH 57.58

hypo8 RPYH 57.32

hypo9 PXYH 56.40

hypo10 RPYA 56.37

3A4 hypo1 XYZHH 88.89

hypo2 XYZHA 87.49

hypo3 YZZHH 83.29

hypo4 XZZHH 83.29

hypo5 YZZZHH 83.10

hypo6 XYZHH 83.01

hypo7 XYZHA 82.93

hypo8 XYZHH 82.92

hypo9 XYZHA 82.73

hypo10 RYZHH 82.59

Summary of the features definitions

A: HBA; H: HBA lipid; D: HBD; Z: HYDROPHOBIC; Y: HYDRO-
PHOB aliphatic; P: Posionizable

X: HYDROPHOB aromatic; R: RING AROMATIC
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chromen-2-one and tofisopam were defined as principal
compounds respectively for CYP2C9, CYP2D6 and
CYP3A4 during the spreadsheet generation. While gener-
ating hypotheses customization to feature requirement in
model generation are possible according to each situation,
so that not all the substrates have to match all the features in
the proposed hypothesis. The complete misses, feature
misses and misses option were optimized during hypothe-
ses generation. The pharmacophoric surface accessible
features like hydrogen bond donor (HBD), hydrogen bond
acceptor (HBA), hydrogen bond acceptor lipid, hydropho-
bic, hydrophobic aliphatic, hydrophobic aromatic and ring
aromatic etc. were included from the feature dictionary
while generating HipHop hypotheses. The jobs were
submitted separately for individual isoforms to generate
hypotheses in CATALYST software and carefully moni-
tored until the valid maps are generated.

Results and discussion

Overview of CYP2C9, CYP2D6 and CYP3A4 HipHop
hypotheses

CATALYST software returned 10 possible pharmacophore
hypotheses (Table 2) for each isoform and these solutions
have different arrangement of constituent features and
ranking scores. Each and every hypothesis was manually
visualized and critically analyzed. After deleting the redun-
dant features of hypotheses that have the same chemical
characteristics and nearly the same distance between fea-
tures, diverse configurations of hypotheses were selected. All
the CYP2C9 hypotheses contain four features with the
ranking scores ranging from 48.02 to 43.72. Hypotheses-1
and 2 consist of the same common feature functions of
hydrophobic aromatic, hydrophobic, hydrogen bond donor
(HBD) and hydrogen bond acceptor lipid (HBAl). CYP2D6
hypotheses also contain four features with the ranking scores
ranging from 59.93 to 56.37. Top two ranked hypotheses
consist of the same common feature functions of ring
aromatic, posionizable, hydrophobic and HBAl features.

The top four ranking hypotheses of CYP3A4 contain five
features. CYP3A4 hypotheses ranking scores vary from
88.89 to 82.59. The top ranked hypothesis of CYP3A4
consists of hydrophobic aromatic, hydrophobic aliphatic,
hydrophobic and HBAl as the common-feature functions.

Mapping of training set substrates on the top ranked
HipHop hypothesis

The individual training set compounds were fitted on to the
top ranked hypothesis (Fig. 1). The fitting was carried out
using compare fit option implemented in CATALYST
software. Best fit option was used for obtaining the fit
value (Table 1) which also provides information regarding
the best possible conformer of the substrate. The most
active CYP2C9 substrate phenprocoumon (5) mapped on to
all the features of the HipHop hypothesis. Structural
fragments like hydroxyl (OH), carbonyl (C=O), coumarin
ring and phenyl ring of (5) mapped on to HBD, HBAl,
hydrophobic and hydrophobic aromatic features respective-
ly. Important features such as HBD and HBAl in CYP2C9-
hypo1 of the surface-accessible models were found to be
optimal for CYP2C9 substrate specificity. They are the
minimum components of hypothesis for effective CYP2C9
binding affinity. Another CYP2C9 substrate warfarin (7)
also contributes with all four pharmacophoric features
with a fit value of (3.93). Highest fit value (4.00) was
observed for 4-((ethylamino) methyl)-7-methoxy-2 H-
chromen-2-one (13) and lowest fit value (2.62) was
observed for citalopram (9) on CYP2D6-hypo1 (Fig. 2).
Highest fit value on CYP3A4-hypo1 was shown by the
most active compound tofisopam (21) among CYP3A4
training set. As the number of overlapping features
reduces, the fit value also observed to decrease indicating
the robustness of the chosen model.

Validation of three top ranked HipHop pharmacophore
models

A satisfactory pharmacophore model not only should be
able to predict the pharmacophoric features of the

Fig. 2 Superimposition of (a)
4-((ethylamino) methyl)-7-
methoxy-2H-chromen-2-one
(highest fit value) (b) Citalo-
pram (lowest fit value) on the
validated pharmacophore map
(CYP2D6-hypo1) of CYP2D6
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training set compounds correctly, but also must be
capable of predicting the pharmacophoric features of
external compounds present in the test set. Three
independent data sets comprised of 30, 37 and 74
substrates including the molecules involved in model
building was used to validate the established model of
CYP2C9-Hypo1, CYP2D6-Hypo1 and CYP3A4-Hypo1
respectively. The top ranked CYP2C9-Hypo1, CYP2D6-
Hypo1 and CYP3A4-Hypo1 respectively screened 23, 29
and 71 substrates from their corresponding data set. The
success rate in screening test set of substrates has been
found to be above 75%, thus the top ranked model of
CYP2C9, CYP2D6 and CYP3A4 are considered as valid
models. This high success rate establishes the reliability
of the pharmacophore models. The pharmacophore
models (CYP2C9-hypo1, CYP2D6-hypo1 and CYP3A4-
hypo1) were finalized as best hypotheses for CYP2C9,
CYP2D6 and CYP3A4 respectively by considering their
highest ranking scores, better fit value among their
training set and successful screening of substrates from
their corresponding data sets.

Role of common chemical features and pharmacophoric
features among CYP specific substrates

Pharmacophoric maps developed in the previous section were
based on the generalized pharmacophoric features like
hydrogen bond donor (HBD), hydrogen bond acceptor
(HBA), hydrophobic, hydrophobic aliphatic, hydrophobic
aromatic and ring aromatic etc. Generalized features do not
incorporate the chemical features like weak acidity neither in
the form of pharmacophoric features nor in the form of
physicochemical parameterization. Hence, the pharmaco-
phoric map alone cannot be exclusively useful in identifying
the isoform specificity since access channel and active site of
CYPs are controlled by particular acidic, basic or hydrophobic
residues. Acidic, basic and hydrophobic chemical features of

CYP substrates can be a minimum requirement for the initial
entry of the substrates through the access channel.

Access channel and active site of CYP2C9 consists basic
residues (Lys72, Arg97, Arg108 and Asn204), this reveals the
importance of weak acidic character (Group-1) among
CYP2C9 substrates. Substitution of other amino acids for
Arg108 has been shown to diminish greatly the oxidation of
diclofenac [30–32]. Access channel (Glu216) and active site
(Asp301) of CYP2D6 constitutes acidic residues which
reveal the importance of basic character among CYP2D6
substrates [10]. An independent investigation also suggests
that Asp301 plays a structural role [33] and the result
indicates that specificity for the acidic residues Asp301 and
Glu216 requires basic nitrogen [34]. The proposed key role
and importance of Glu216 was also confirmed by experiment
[35]. The mutation of Glu216 also altered the specificity.
This suggests that the binding site of CYP2D6 favors the
basic substrates. This was also verified when the crystal
structure of CYP2D6 was determined [10]. Similarly, the
access channel and active site of CYP3A4 constitutes the
hydrophobic residues (Phe) [36], reveals the importance of
hydrophobic character observed in CYP3A4-hypo1. Acidic
character of CYP2C9 substrates, basic character of CYP2D6
substrates and hydrophobic character of CYP3A4 substrates
need to be considered while predicting the isoform specific-
ity which can be a minimum requirement for the substrates
to be CYP specific. The substrates having necessary
pharmacophoric features may fail to reach the active site, if
they do not have sufficient acidic/basic/hydrophobic feature
and similarly the substrates having ease of access may fail to
bind at the active site if they do not possess necessary
pharmacophoric features.

Chemical features which determine the accessibility to
particular CYPs in combination with pharmacophoric features
which determine the binding affinity at the active site of
particular CYPs may better help in identifying the isoform
specificity of CYP substrates. Hence, it was found necessary

No. of substrates in data sets Isoform specificity: Chemical features

CYP2C9: Group-1 CYP2D6: Group-2 CYP3A4: Group-3

CYP2C9 (total: 30) 27/30 3/30 12/30

CYP2D6 (total: 37) 5/37 34/37 17/37

CYP3A4 (total: 74) 29/74 23/74 63/74

Table 3 Predicting isoform
specificity using chemical
features

No. of substrates in data sets Isoform specificity: Hypotheses

CYP2C9-hypo1 CYP2D6-hypo1 CYP3A4-hypo1

CYP2C9 (total: 30) 23/30 4/30 19/30

CYP2D6 (total: 37) 13/37 29/37 15/37

CYP3A4 (total: 74) 45/74 33/74 71/74

Table 4 Predicting isoform
specificity using pharmacophore
maps
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to consider the combination of chemical features as well as
pharmacophoric features in developing a protocol to identify
the isoform specificity. To account, for the influence of
chemical features, substrates considered in this work were
segregated into three groups on the basis of acidic, basic and
hydrophobic chemical features. These chemical features
which are grouped into group-1, group-2 and group-3
preferentially are suitable to identify the isoform specificity
of CYP2C9, CYP2D6 and CYP3A4 respectively. The
presence of one of these chemical features, gives a clue to
identify the isoform specificity by carrying out screening at
particular hypothesis rather than screening by all three
hypotheses. Presence of these chemical features in the ligand
also gives information regarding the possibilities of cyto-
chromes to be involved in drug metabolism. This information
will be useful at the early stage of drug discovery to switch the
cytochrome mediated drugmetabolism toward specific CYPs.
To identify the isoform specificity, the query molecules need
to fulfill at least one of the chemical features specified in a
particular group as well as pharmacophoric features of
corresponding group.

Group-1: (i) Presence of carboxylic acid (COOH) (ii)
Presence of phenolic hydroxyl (iii) Presence of
phenyl methylene with EWG (iv) Presence of
sulfonamide (SO2NH2) (v) Presence of αβ-
unsaturated carbonyl compound (vi) Presence
of tetrazole and triazole functional units.

Group-2: Presence of (i) Aliphatic primary amines (ii)
Aliphatic secondary amines (iii) Aliphatic ter-
tiary amines

Group-3: (i) Presence of cyclohexyl, cyclopentyl, isopro-
pyl, isobutyl structural unit (ii) Presence of
aliphatic amines with halogens (iii) Absence of
acidic structural environments specified in
group-1 and basic structural environments
depicted in group-2 (iv) Presence of three
aromatic rings in the absence of group-1.

Decision tree development and validation to identify
the isoform specificity

A databank was created to identify the isoform specificity
of CYP substrates. It includes all the training sets and test
sets of CYP substrates. Chemical feature based analysis of

substrates for identifying the specificity is mainly based on
chemical functional groups. An attempt to identify the
isoform specificity using chemical feature alone suffers
from human judgmental errors. This is particularly true
when there is more than one competing chemical feature in
single substrates. The results of screening substrates using
chemical features alone are given in Table 3. This approach
results in many successful hits 27/30 for CYP2C9, 34/37
for CYP2D6 and 63/74 for CYP3A4. Though this is found
to be satisfactory for the chosen cytochromes, many hits are
obtained while cross screening, i.e., 17/37 for CYP2D6 vs.
Group3.

The screening strategy based on pharmacophoric
features alone can also be considered. The results from
such a protocol are given in Table 4. The success rate in
identifying substrate is relatively less for CYP2C9 (23/
30), CYP2D6 (29/37) and more for CYP3A4 (71/74).
However, specificity in selection is poor in this approach
also, for example, CYP3A4 substrates against CYP2C9-
hypo1 resulted in 45/74 successful hits. A combination of
these two filters yielded better results. Table 5 shows the
results of employing a decision tree (Fig. 3) which

No. of substrates in data sets Isoform specificity: Decision tree

CYP2C9-hypo1 CYP2D6-hypo1 CYP3A4-hypo1

CYP2C9 (total: 30) 23/30 2/30 7/30

CYP2D6 (total: 37) 3/37 29/37 6/37

CYP3A4 (total: 74) 20/74 22/74 61/74

Table 5 Validation of decision
tree to identify the isoform
specificity

Drug like query 
molecules

Chemical features 
identification

Group-1

CYP2D6 
substrates

CYP2C9 
substrates

CYP3A4 
substrates

Group-2 Group-3

CYP2C9-hypo1 CYP2D6-hypo1 CYP3A4-hypo1

Fig. 3 Decision tree to predict the isoform specificity of CYP
substrates
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employs both (i) Chemical features and (ii) Pharmaco-
phore hypotheses.

To validate the decision tree, a databank of compounds
characterized by group-1 was subjected for the screening by
CYP2C9-hypo1. Similarly all those compounds which were
characterized by group-2 and group-3 respectively were
subjected to screening by CYP2D6-hypo1 and CYP3A4-
hypo1. CYP2C9-hypo1 predicted 23 (76.67%) of CYP2C9
compounds along with 3, 20 compounds respectively of
CYP2D6 and CYP3A4 including their common substrates.
CYP2D6-hypo1 predicted 29 (78.38%) of CYP2D6 com-
pounds along with 2, 22 compounds respectively of
CYP2C9 and CYP3A4 including their common substrates.
CYP3A4-hypo1 predicted 61 (82%) of CYP3A4 com-
pounds along with 7, 6 compounds respectively of
CYP2C9 and CYP2D6 including their common substrates
(Table 5). When the results were compared with experi-
mental results the success rate of the protocol is higher in
predicting the isoform specificity. Thus it can be concluded
that the protocol suggested in the decision tree (Fig. 3) shall
be useful in performing CYP isoform specificity analysis of
any new drug toward its metabolism.

Conclusions

Three independent ligand based pharmacophore models
were generated for CYP2C9, CYP2D6 and CYP3A4 using
CATALYST software. Structurally diverse and highly active
CYP substrates were employed in model building using
common feature algorithm implemented in the HipHop
module. The chosen models were validated using indepen-
dent data sets of substrates. A protocol based on decision
tree was developed to identify the isoform specificity
associated with drug metabolism. This decision tree was
also validated using a data bank of mixed CYP substrates.
The decision tree predicted isoform specificity toward
CYP2C9, CYP2D6 and CYP3A4 with higher accuracy.
Validated protocol is useful in predicting the CYP isoform
specificity in the metabolic profile of substrates metabo-
lized by the cytochromes.
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Abstract We use a detailed modeling formalism based on
numerical simulations of local calcium release events where
the blurring of the image, the presence of diffusional
barriers provided by large organelles situated close to the
release site, as well as the variable position of the scan line
with respect to the release site are taken into consideration.
We have investigated the effect of the fluorescence noise
fluctuations on the accuracy in computing the signal mass
from linescan recordings and obtained a quantitative
description of both the signal mass and the local increase
in the free Ca2+ level as a function of the release current,
the release duration and the orientation of the scan line, for
three different levels of noise magnitudes. The model could
provide a very good fit to a wide set of available
experimental data regarding the signal mass of puffs
visualized by fluorescence microscopy in the Xenopus
oocyte loaded with 40 μM Oregon Green-1 in the absence
of the calcium chelator EGTA. Numerical simulations also
predict the amplitude and the kinetics of calcium signals
evolving in the absence of the indicator, and indicate that
sub-maximal activation of IP3 receptors could produce in
average levels of about 2 μM and 0.4 μM free Ca2+ close to
a release site located in the animal or in the vegetal
hemisphere, respectively, whereas the maximal levels
reached in more rare events could be 11 μM and 4 μM,
respectively.

Keywords Anisotropic diffusion . Calcium release .

Linescan image . Numerical simulations . Signal mass

Introduction

Ca2+, a ubiquitous second messenger involved in cellular
signaling in cells ranging from bacteria to specialized
neurons, is known to play a central role in the control of
numerous physiological processes, including cell prolifera-
tion, gene transcription, secretion, contraction, fertilization or
apoptotic/necrotic cell death [1–3]. A variety of stimuli can
induce release of Ca2+ ions from the endoplasmic reticulum
(ER) by activating Ca2+ channels which are organized in
discrete clusters on the ER membrane [4–6]. An active
release unit, comprised of one or more IP3 receptors (IP3Rs)
which function as Ca2+ channels, can create a localized Ca2+

gradient in the surrounding space (a Ca2+ microdomain),
which subsequently dissipates into the cytosol via Ca2+

diffusion and binding to fixed or mobile endogenous buffers.
Space, time and intensity are three essential parameters that
collectively shape local and global calcium signals, the
building blocks of the calcium signaling tool kit that operates
inside cells to generate transient Ca2+ signals, oscillations or
waves. Ca2+ dynamics modeling has evolved from simple,
low-dimensional models to highly complex approaches
which generally consider the multi-facets processes of
intracellular Ca2+ regulation, including the activity of the
calcium release channel and its modulation by various
agonists or antagonists, binding of Ca2+ ion to cytosolic
mobile or fixed buffers, diffusion, Ca2+/K+ exchange inside
the lumen of ER, or Ca2+ extrusion from the cytosol
(reviewed in [7–9]). The problem may be further complicated
by stochastic and noise fluctuations effects [10, 11] which
may be coupled to relevant concentration gradients in the
non-homogeneous cellular domain and thus can give rise to
spontaneous Ca2+ oscillations [10–12]. The functional role of
Ca2+ microdomains as potential sources for the generation of
global Ca2+ signals is mediated by diffusive coupling
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between Ca2+ release sites and by the specific feature of the
Ca2+ release channels to activate upon binding of Ca2+ ion to
the receptor molecules [8]. Since Ca2+ microdomains are
stochastic in nature and they are not strongly coupled, the
cellular ensemble of microdomains appears to behave
stochastically rather than deterministically [10, 11]. This has
significant physiological implications because such behavior
can produce oscillatory dynamics for parameters outside the
range exhibited by a purely deterministic system [10, 12].
Importantly, Perc et al. [13] have clearly established for the
first time the stochastic nature of intracellular calcium
oscillations directly from experimental data, and their analysis
suggests that the stochastic nature of signals at cellular level
becomes increasingly deterministic at the level of the organ.

A particular issue of Ca2+ dynamics regards the release
kinetics at a local site and the corresponding dynamics of the
associated microdomain. Extensive experimental [4–6, 14–
21] and modeling [22–29] efforts in this area have
collectively provided valuable data and information. How-
ever, essential parameters remain currently unknown, such as
the number of releasing channels, release duration, the width
of the channel cluster, and the size of the Ca2+ release flux.
Puffs (large-amplitude signals) and blips (small-amplitude
signals) are non-stereotypic local calcium events that arise in
non-excitable cells, presumably through stochastic activation
of one or more channels in the release unit [5, 6]. The time-
and space-scales of such local Ca2+ signals which can
develop over distances of several micrometers can be
observed by fluorescence microscopy with the use of
calcium-sensitive fluorophores. A particular method involves
the construction of two-dimensional linescan images from
dynamic recordings of the fluorescence emission of the dye
along the direction of a laser beam which is spanning the
cell. The data contained by such linescan images can provide
relevant information on the dynamics of Ca2+ bound to the
indicator. Thus, with the use of a minimal number of a priori
assumptions, the release flux and duration can be estimated
indirectly for every individual event [5, 6, 21, 22, 28, 29].
However, the in vivo release duration, the amount of
liberated calcium or the number of conducting channels in
a cluster during release remain currently uncertain mainly
because our knowledge regarding the intracellular binding
kinetics and availability of different endogenous or exoge-
nous calcium buffers is rather limited. Recent modeling
studies of calcium puffs in Xenopus oocytes have suggested
an average release rate of 1.1 pA in the absence of the
calcium chelator EGTA [28], and 0.34 pA [29] or 10 pA [25]
in the presence of 300 μM EGTA, with estimated single
channel currents on the order of 0.1 pA [28, 29] or 0.4 pA
[25]. Strong experimental evidence has been provided for an
IP3R current ∼0.05 pA in intact mammalian cells [16] or
0.12 pA in the outer nuclear envelope of DT40 cells [17],
and comparable unitary currents of ∼0.1–0.2 pA can be

extrapolated from data on the similar ryanodine receptor [8].
Moreover, a recent study provided from nuclear patch-clamp
experiments the first measurement of the unitary current
(∼0.15 pA) through an open IP3R channel in its native
environment under physiological conditions [30]. In addi-
tion, the predictions for the average amount of liberated Ca2+

in vivo also present large variations, ranging from ∼10 fC
[29] to 130 fC [28] or 190 fC [25]. So, it is clear that variable
experimental conditions related to the quantity and type of
the calcium indicator used, or to the addition of a Ca2+

chelator, corroborated by differing binding scenarios inside
the cytosol and the lumen of the endoplasmic reticulum, can
lead to consistent differences between the modeling outputs
[25, 27–29]. Moreover, these inherent differences can be
further amplified when the effects of optical blurring,
diffusional anisotropy and deviation of the sampling scan
line from the release source are incorporated into the analysis
[16, 23, 25–28].

In a previous paper [28] we analyzed a series of
available experimental data of puff widths and fluorescence
amplitudes obtained with the calcium indicator Oregon
Green-1 in Xenopus oocytes in the absence of EGTA [5, 14,
15] and developed a model-based method for estimating the
distributions of release currents and amounts of mobilized
Ca2+, as well as the distributions of the release site
diameters in the two hemispheres of the oocyte. While the
results therein provided a good representation of the data of
puff fluorescence and spatial size, the experimental distri-
bution reported for the signal mass [5] could not be
replicated by our model. The concept of signal mass was
originally introduced as a measure of the amount of calcium
which is liberated during elementary release events [5].
According to its general definition, as will be described
below in Methods, the signal mass quantifies the relative
increase in the total amount of Ca2+ bound to the
fluorescent dye. When applied to linescan experiments,
the signal mass is usually calculated on the basis of two
assumptions: that the calcium source is a point embedded in
an isotropic environment, and that the fluorescence inten-
sity corresponds to the local free calcium concentration at
the confocal spot [5]. It has been generally assumed that the
rate of rise of the signal mass is directly proportional to the
underlying Ca2+ current and that its peak is proportional to
the total Ca2+ flux [5, 21, 22]. However, calcium flux
simulations indicate that significant deviations from this
behavior may arise, mainly because Ca2+ is not at
equilibrium with the indicator [22, 26]. The signal mass
approach is of large interest because of its utility in
providing an estimate for the Ca2+ release flux in both
linescan recordings and wide-field microscopy. In principle,
by differentiating the signal mass, the channel kinetics
could be derived with sufficient accuracy to resolve channel
openings and closings [22]. However, this procedure can be
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affected by signal noise fluctuations which are inherent to
the fluorescence recordings [22].

In this study we show that the release parameters
predicted previously for the Xenopus oocyte (i.e., release
duration, Ca2+ flux and size of IP3R clusters) [28] are
compatible with the experimental distribution of the signal
mass [5] if the effect of noise fluctuations is incorporated in
the derivation of signal mass. In this way we could obtain a
very good representation of a large pool of signal mass data
collected from 655 events observed in the Xenopus oocyte
[5]. Consequently, this represents the first model, to the best
of our knowledge, which is able to reproduce a wide set of
data regarding the fluorescence amplitude, spatial size and
signal mass of puffs visualized in the Xenopus oocyte with
40 μM Oregon Green-1 in the absence of EGTA, by taking
into consideration the blurring of the image, the presence of
diffusional barriers provided by large organelles situated
close to the release site, the effect of noise, as well as the
variable position of the scan line with respect to the release
site. More importantly, this study provides for the first time
a detailed quantitative analysis on how the signal mass
depends on the total amount of mobilized Ca2+, on the
calcium flux and on the orientation of the scan line relative
to the release site, and also indicates how much the signal
mass is affected by different levels of noise. The current
numerical simulations also predict the kinetics of the actual
increase in the cytosolic free Ca2+ in a restricted domain
around the release source both in the presence and in the
absence of the fluorescent indicator, and indicate a
consistent difference between the animal and the vegetal
hemisphere of the oocyte.

The model

Table 1 Standard buffer parameters used in numerical simulations

Buffer Parameter Value

Fixed endogenous buffer

Total concentration 300 μM

Dissociation constant 10 μM

On-rate constant 100 μM-1s-1

Mobile endogenous buffer

Total concentration 50 μM

Dissociation constant 10 μM

On-rate constant 100 μM-1s-1

Diffusion coefficient 15 μm2 s-1

Calcium dye (Oregon Green-1)

Total concentration 40 μM

Diffusion coefficient 20 μm2 s-1

Dissociation constant 0.17 μM

On-rate constant 75 μM-1s-1
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mobile species are: Ca2+ and K+ inside the ER, and Ca2+,
the endogenous mobile buffer and the exogenous calcium
mobile buffer Oregon Green-1 in the cytosol. The standard
buffer parameter values [26, 28] used in the current
simulations are shown in Table 1. The cytosolic Ca2+

diffusion coefficient is set to 200 μm2 s-1. For each buffer,
either mobile or immobile, the buffer exchange term can be
written as:

FX r;ϕ; z; tð Þ ¼ �konX � Ca2þ
� �

cyt r;ϕ; z; tð Þ � X½ �

r;ϕ; z; tð Þ þ koffX � XCa½ � r;ϕ; z; tð Þ;

ð2Þ

where X represents the buffer, kon and koff are on- and off-
binding rate constants, koffX ¼ konX Kd;X, Kd,X dissociation
constant of buffer X, [Ca2+]cyt cytosolic concentration of
free Ca2+, [X] concentration of X and [XCa] concentration of
Ca2+-bound X. Then the cytosolic buffering term for Ca2+

becomes:

FCa;cyt r;ϕ; z; tð Þ ¼
X

X

FX r;ϕ; z; tð Þ: ð3Þ

The evolution of the fixed buffer (Bfix) within the
cytosol is determined from

d Bfix½ � r;ϕ; z; tð Þ
dt

¼ FBfix r;ϕ; z; tð Þ ð4Þ

where FBfix is defined by Eq. 2 with X ≡ Bfix. The
conservation rule: [X] (r, 8, z, t) + [XCa] (r, 8, z, t) = XT,
where XT is the total concentration of buffer X, is applied at
every time step for each buffer.

To simulate local Ca2+ release events we have considered
one, two or three clusters of IP3Rs placed on a tubule of the
endoplasmic reticulum with radius rT = 200 nm and
calculated the time and space variation in the various
species concentration following the synchronous Ca2+

release by 25–50 channels in each cluster. IP3Rs in a
cluster are arranged as a regular lattice on the surface of the
ER tubule cylinder and the associated release fluxes are
considered uniform through the ER membrane patch of the
respective voxel [26–28].

The spatio-temporal evolution of each mobile specie
concentration (Ym) is calculated according to the reaction-
diffusion equation:

@Ym r;ϕ; z; tð Þ
@t

¼ Dmr2Ym r;ϕ; z; tð Þ þ FYm r;ϕ; z; tð Þ; ð1Þ

where Dm is the diffusion coefficient of the mobile specie,
and FYm is the corresponding buffer exchange term. The



It is assumed that Ca2+ and K+ compete in binding to a
common domain M of the glycoprotein matrix inside the
ER, according to the Ca2+/K+ exchange model [12]:

where ion binding is of first-order for calcium and hK-order
for potassium. Then we have:

d MCa½ �
dt

¼ konMCa � M½ � � Ca2þ
� �

lum � koffMCa � MCa½ � ð5Þ

d MK½ �
dt

¼ konMK � M½ � � Kþ½ �lum
� �hK � koffMK � MK½ � ð6Þ

@ Ca2þ½ �lum
@t

¼ DER
Ca r2 Ca2þ

� �
lum

� d MCa½ �
dt

ð7Þ

@ Kþ½ �lum
@t

¼ DER
K r2 Kþ½ �lum � hK � d MK½ �

dt
ð8Þ

The reaction-diffusion equations are solved with an
explicit finite difference formula in cylindrical coordinates
with spatial steps Δz = Δr = 100 nm, and an angular step
Δ8 = 9°. The time step, ≤1.5 μs, is adjusted at each
integration step to ensure the stability of the solution. The
center of the tubule segment is considered the origin of the
coordinate system, O. In all simulations we have assumed
geometrical symmetry against the plane z=0. The ER
tubule is oriented along the Oz axis. The simulated tubule
segment is 9, 11 or 13 μm long if one, two or three clusters
are considered. At the radial edge of the simulated cytosolic
volume depth (5–7 μm from the tubule membrane) and at
the z-edges fixed boundary conditions are applied accord-
ing to the steady state values of the variables. At r=0 no-
flux boundary conditions are applied. Neumann conditions
at the ER/cytosol boundary are introduced according to the
fluxes crossing each elementary ER membrane patch. We
have also included uniformly distributed fluxes associated
with the ER calcium pump [12]; however, we found that for
the time scale of puffs the effect of the ER Ca2+-ATPase
can be neglected, consistent with other models [23, 24]. In
addition, our model can also approximate the case in which
the IP3R cluster is located on a thin ER tubule (∼50 nm
diameter), in close proximity to a larger tubular structure.
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M½ � þ MCa½ � þ MK½ � ¼ Mmax ð9Þ
where DER

Ca = 20 μm2 s-1 and DER
K = 50 μm2 s-1 are the

diffusion coefficients of Ca2+ and K+ inside the ER, and
Mmax is the total concentration of Ca2+/K+ binding M-
domains in the lumen. The Ca2+/K+ exchange is assumed to
be fast: off-binding rate constants are 10 s-1 for both Ca2+

and K+. Other intralumenal parameters are as given
previously [12].

Single channel ionic currents are considered of the form:

I ϕ; z; tð Þ ¼ min IN ϕ; z; tð Þ; Isat ϕ; z; tð Þ½ � ð10Þ

where

IN ϕ; z; tð Þ ¼ gRT

nF
� ln

Y rT �Δr=2;ϕ; z; tð Þ
Y rT þΔr=2;ϕ; z; tð Þ

� �
ð11Þ

is the local current driven by the Nernst potential, and

Isat ϕ; z; tð Þ ¼ 2pnFDER
Ca rcpY rT �Δr=2;ϕ; z; tð Þ � 10�3 ð12Þ

is the diffusion-limited saturating channel current [31].
Here the symbols are: g=113 pS, single channel conduc-
tance [4]; n=2, ion valence; R=8.314 J K−1 mol-1, gas
constant; T=298 K, temperature; F=96500 C mol-1,
Faraday constant; Y molar concentration of Ca2+ in the
voxel facing the luminal/cytosolic face of the channel; rcp=
12 nm, the capture radius of the pore.

The scan line is assumed to be parallel to the ER tubule
at 350 nm away from the ER membrane; the central
longitudinal row of channels in the cluster is viewed under
a variable angle, α, against the axis Ox. The formation of
the blurred optical image [23, 24] is converted to
cylindrical coordinates. The point spread function of the
confocal microscope is defined by a three-dimensional
Gaussian function with lateral and axial confocal full-width
at half-maximum FWHMlat and FWHMax, respectively.
The fluorescence in a (r,8,z) - voxel crossed by the scan
line is calculated at every time step as the numerical
approximation of the convolution integral:

F r;ϕ; z; tð Þ ¼ s2
latsaxp

3=2
� 	�1

ZZZ
DyeCa½ � r0;ϕ0; z0; tð Þ

� exp � r cosϕ� r0 cosϕ0ð Þ2=s2
lat

h i

� exp � r sinϕ� r0 sinϕ0ð Þ2=s2
lat

h i

� exp � z� z0ð Þ2=s2
ax

h i
� r0dr0dϕ0dz0

ð13Þ

where σ = FWHM/[2(ln2)1/2], [DyeCa] is the concentration
of Ca2+-bound indicator, and FWHMlat = FWHMax =
400 nm.

The scan line is divided in 2Δz = 200 nm-length
segments (pixels), to account for the experimental image
resolution [5]. Fluorescence is spatially averaged over the
couple of voxels overlapping a pixel, and the resulting



value defines the fluorescence intensity in the
corresponding pixel at the respective time step. The center
of the release event is estimated as the most likely
symmetry center of the puff, and the fluorescence profile
is averaged around that center over a distance of 600 nm
along the scan line [5] to yield the fluorescence (F) signal
associated to that event. F0 denotes the resting fluorescence
calculated in steady state, and ΔF = F - F0.

Since scan lines may be randomly oriented with
respect to a certain cluster of IP3Rs, different puff images
are captured under various α angles which may vary
between 0° and 180°. Then, the minimal distance from the
voxel containing the nearby receptor to the pixel
corresponding to the center of the puff falls between 250
and about 650 nm. A calcium event is considered to be
generated by synchronous release through a certain
number of clustered channels [25–29]. Some simulations
were performed with two or three identical clusters of
length L, separated by a side-to-side distance δ along the
tubule, which release Ca2+ at the same time and the same
rate [28]. Such cases are referred to as multiple (double or
triple) events. The release duration (τ) is considered as an
independent variable. The quantity of Ca2+ released by a
cluster, Q, is estimated by numerical integration of

R t
0 idt,

where i is the total release current per cluster. In some sets of
simulations we varied i, τ, and α between simulations. To
vary the release current i, either the number of channels or
the resting level of luminal Ca2+ was adjusted to obtain the
required current amplitude [12]. The level of free Ca2+ in the
lumen of the endoplasmic reticulum is generally considered
to be between 100 and 700 μM [8, 30]. Accordingly, in our
simulations the equilibrium level of luminal Ca2+ was
considered in the range 150–750 μM, which produced
single-channel Ca2+ currents within ∼0.02–0.1 pA. Having
in view that local luminal Ca2+ may be partially depleted
during release, these figures are in very good agreement with
recent measurements of the unitary current through an open
IP3R channel [30].

The fluorescence signal mass (σF) associated to each
synthetic event is calculated by summing the fluorescence
signals (ΔF/F0) along the scan line, multiplied by the
volume of the spherical shell that includes the respective
pixel. According to this algorithm, the observed center of
the puff is considered the center of a sphere in a
homogeneous medium, so that an isofluorescence spherical
shell is associated at each moment to each pixel on the scan
line [5]. We then calculate the numerical approximation of
the integral sF ¼ R

ΔF=F0ð Þ4ps2ds, where s is the distance
from the pixel to the center of the puff, measured along the
scan line. σF is expressed signal-mass units (1 s.m.u. = ΔF/
F0×10

-15 l).
Consistent with the resolution of the imaging tech-

nique employed, we found that the image observed at

300–700 nm away from the release site is not affected
by our discretization step. The large Ca2+ gradients that
build up close to the channels are supplied by our
numerical method in a smoothed form, as a spatial
average over a distance of 100 nm. However, we found
that this procedure does not affect the results obtained.
We have checked this issue by using a different method
with a variable radial step [32] which is increased
progressively from 40 nm at the center of the tubule, to
300 nm at 7 μm away from the tubule, and obtained
closely similar results.

To obtain the signal mass and free Ca2+ distributions we
used the distributions of release durations, amounts of
liberated Ca2+, and release site diameters presented in
Fig. 1. These distributions were shown [28] to reproduce
accurately a series of experimental distributions of the
fluorescence amplitudes and puff widths observed in
Xenopus oocytes with Oregon Green [5, 14, 15] and are
representative for a total number of 857 and 281 events
recorded in the animal and in the vegetal hemisphere,
respectively. Because different sets of data of fluorescence
amplitudes and puff widths were employed in the analysis,
which were collected from a variable number of events
observed under similar conditions [5, 14, 15], the overall
distribution of a given quantity displays a double-peak
profile (Fig. 1), with a dominant maximum originating
mainly from singular events and a smaller peak produced
by the contribution of multiple release sites (i.e., two or
three adjacent IP3R clusters which are activated simulta-
neously and thus are observed as a single release site).
Marked differences appear in the distributions of Ca2+

amounts in the vegetal hemisphere (Fig. 1b), where the
small number of available experimental observations and
the relatively large variations between individual sets of
data produce a pronounced secondary peak. Shortly, for
each distinct set of experimental data, a certain distribution
of Qs released by individual sites was obtained [28]. Then
the overall distributions were estimated by weighting each
Q-distribution by its relative fraction of observations. The
general form of the Gaussian distribution of Ca2+ amounts
corresponding to a certain type of release sites was
considered as follows:

dn=dQ � exp � Q� Q
� �2

=2=sQ
2

h i
=sQ ð14Þ

where n denotes generically the number of events. The
standard values of the corresponding parameters Q and σQ

are collected in Table 2 together with the relative frequency
of different event classes. For each pair (Q ,σQ) the
Gaussian distribution was computed separately. All these
distributions were then weighted by their relative frequency
and summed up to obtain the curves presented in Fig. 1b.
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The normal distribution of cluster diameters (L) was
considered of the form:

dn=dL � exp � L� L
� �2

=2=sL
2

h i
=sL ð15Þ

For simplicity, the inter-cluster distance (δ) in the animal/
vegetal hemisphere was set to 0.39 μm and 0.4 μm,
respectively [28]. The diameter of a release site was
considered to be equal to L, 2 L + δ and 3 L + δ for
singular, double and triple events, respectively. After setting
the parameters values and relative frequencies (Table 3), the
resulting distribution of release site diameters (Fig. 1a) was

calculated similarly to the Q-distribution. The release
durations (Fig. 1c) were considered to follow a Gaussian
distribution of the form:

dn=dt � exp � t � tð Þ2=2=st
2

h i
=st ð16Þ

with t = 120 ms and στ=21.2 ms in the animal hemisphere
and t = 65 ms and στ=24.8 ms in the vegetal hemisphere.

To derive the signal mass distribution we divided
sufficiently wide intervals for Q, τ, and α in discrete steps
of 0.25 fC, 0.2 ms and 5°, respectively. For each of these
discretized variables we constructed independent distribu-
tions for Q (as described above), τ (Eq. 16), and α (a
uniform distribution, i.e., α may take any value from 0° to
180°, with equal numbers of observations among all the
discrete intervals). Then, for each individual set (Q,τ,α) we
determine i=Q/τ and calculate the signal mass according to
the leading equation (described in Section 3.1). The running
numerical code unfolds the three concatenated distributions
and counts at each iteration the events described by a
certain signal mass value found at increments of 0.1 s.m.u.
Finally, we construct the resulting distribution by represent-
ing the number of counted events as a function of the signal
mass.

Results

Signal mass is largely affected by noise

First we investigated the effect of fluorescence noise and
space discretization on the accuracy in computing the signal
mass from linescan records. We found in our numerical
simulations that the estimation of the amount of released
Ca2+, especially for small-amplitude events, can be accom-
panied by large variations due to intrinsic limits and
uncertainties related to: 1) averaging fluorescence signals
over discrete voxels of relatively large dimensions, 2)
evaluation of the puff center location and its positioning in
the appropriate voxel, 3) inherent noise fluctuations of the
fluorescence signals, associated with both light scattering
by inhomogeneous cellular composites and optical blurring
by the microscope, and 4) use of the third power of the
estimated distance to the apparent center of the puff. Each
of these factors may introduce by itself major uncertainties
and therefore produce appreciable errors in calculation of
the signal mass [5, 18, 21, 22, 29].

Sun et al. [5] have obtained, in the animal hemisphere of
the Xenopus oocyte, a signal mass distribution which
extends up to about 100 s.m.u. and exhibits a prominent
exponential component with an average value of 19.4 s.m.
u. We examined whether our model could explain the
experimental distribution of the signal mass. First we have
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Fig. 1 Distributions of release site diameters (a), quantities of
liberated Ca2+ (b) and release durations (c) assumed in the model
for individual puffs evolving in the animal (“AH”) or the vegetal
(“VH”) hemisphere of the oocyte. Each distribution is obtained as a
linear combination of Gaussian functions, with parameters values
provided in Table 2
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obtained a quantitative description of the signal mass
(denoted here as σ0) as a function of i, τ and α. By
analyzing a wide set of simulation data, we could construct
the heuristic function:

s0 i; t;að Þ ¼ k0it= 1þ i=i0ð Þ= 1þ t=t1ð Þ
� exp �a 1þ t2=tð Þ=a0½ �; i > 0; t > 0; ð17Þ

which provided a good agreement with the numerical data
(see below). In Eq. 17, k0=0.69 s.m.u./fC, i0=65 pA, τ1=
490 ms, τ2=15 ms, and α0=615°. However, based on the
description offered by Eq. 17, we could not produce a
reasonable fit to the experimental data of Sun et al. [5]
(discussed below). This discrepancy would suggest, as a
possible explanation, that the experimental signal mass
values may have been underestimated due to reasons
presented above.

Consequently, we investigated how the signal mass
distribution changes when the fluorescence signal cannot
be entirely detected along the scan line. The relation in
Eq. 17 has been obtained under the assumption that noise
fluctuations do not distort the maximal value of the signal
mass. However, if, for example, we calculate the signal
mass by taking into account only those voxels along the
scan line in which ΔF/F0≥ΔFn/F0, we obtain a lower value

of the signal mass. We found that the experimental
distribution of the signal mass can be reproduced if we
consider ΔFn/F0=0.2 (discussed below). Here we present
some results obtained with two different levels of noise,
ΔFn/F0=0.1 and ΔFn/F0=0.2, respectively, and we desig-
nate the corresponding values of the signal mass as σ1 and
σ2, respectively. The example presented in Fig. 2, which is
representative for a typical puff in the animal hemisphere of
the oocyte (Q=132 fC, τ=120 ms), illustrates how large the
difference between the three representations of the signal
mass may be.

We were interested to see how the apparent signal mass
depends on the quantity of released Ca2+ under a broad
range of physiological release conditions and to obtain
corresponding functions to describe this dependence (note
that these functions are uniquely defined irrespective of the
distributions of release quantities and durations). Thus, in
Fig. 3 we collect the values of the signal mass obtained
from simulations with release currents i≤5 pA and release
durations τ≤300 ms. For each simulation, which was ran
with a predetermined set of parameters, namely τ, the
number of channels, the cluster size (0.5 μm≤L ≤ 1.5 μm),
and the resting luminal [Ca2+] (as described in Methods),
the values of Q and i were computed. Then, for each
individual simulation, different scanning angles (α≤180°)

Q (fC) per event σQ (fC) per event Relative weight (% of total)

Animal hemisphere 120a 42.4a 79.51a

190a 28.3a 2.28a

240b 84.8b 2.52b

360c 127.3c 8.40c

380b 56.6b 6.08b

570c 84.9c 1.22c

Vegetal hemisphere 10a 5.3a 19.64a

20b 10.6b 4.91b

30a 14.1a 4.78a

55a 10.6a 50.18a

60b 28.2b 17.07b

90c 42.4c 3.41c

Table 2 Standard parameters of
the Gaussian distributions for
released Ca2+ amounts in the
two hemispheres of the oocyte
(derived from [28])

a single events (Ca2+ released
by individual IP3R clusters)
b double events (Ca2+ released
by 2 coupled IP3R clusters)
c triple events (Ca2+ released by
3 coupled IP3R clusters)

L (μm) σL (μm) Apparent diameter Relative weight (% of total)

Animal hemisphere 1 0.24 L 22.00

1 0.24 2 L + δ 18.00

1 0.24 3 L + 2δ 60.00

Vegetal hemisphere 0.47 0.33 L 39.42

0.47 0.33 2 L + δ 9.86

0.55 0.26 L 9.59

0.55 0.26 2 L + δ 34.26

0.55 0.26 3 L + 2δ 6.84

Table 3 Standard parameters of
the Gaussian distributions for
release site diameters in the two
hemispheres of the oocyte (de-
rived from [28])
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were considered for the computation of the signal mass
variants, σ0, σ1 and σ2. As expected, σ2<σ1<σ0. The effect
of the noise weakens at increasing Q, so that both σ1 and σ2

approach σ0 when large quantities of Ca2+ are released.
However, it appears that for typical Ca2+ release amounts
and durations, i.e., Q<650 fC and τ<200 ms (Fig. 1 here,
[28]), the signal mass can exhibit tremendous variability
depending on the quantity of liberated Ca2+, release
duration, orientation of the scan line and the magnitude of
noise fluctuations. The error in signal mass estimation from
noisy records appears to be exacerbated in slow release and
distal sampling events, which correspond to the lower
values plotted in graphs from Fig. 3b or c.

By analyzing the variation of σ0, σ1, σ2 and the
corresponding quantities k0=σ0/Q, k1=σ1/Q, k2=σ2/Q over

a large pool of simulation data, we obtained the following
heuristic functions which could provide a good fit to all the
simulation data:

s1 i; t;að Þ ¼ knit= 1þ i1 t;að Þ=ið Þh t;að Þ
h in o

= 1þ tn1 i;að Þ=tð Þh1
h in o

= 1þ t=tn2 að Þð Þh2
h in o

; i > 0; t > 0;

ð18Þ

where

i1 t;að Þ ¼ i10= 1þ t=t ið Þ � exp a=aið Þ ð19Þ

h t;að Þ ¼ h0= 1þ t=thð Þ � exp a=ahð Þ ð20Þ

tn1 i;að Þ ¼ tn10 � exp �i=in1ð Þ � exp a=an1ð Þ ð21Þ

tn2 að Þ ¼ tn20 � exp a=an2ð Þ ð22Þ
with kn=0.6 s.m.u./fC, i10=0.31 pA, τi=430 ms, αi=103°,
h0=2, τh=400 ms, αh=330°, τn10=4.4 ms, in1=4.1 pA,
αn1=42°, h1=0.71, τn20=440 ms, αn2=360°, h2=1.27,
and

s2 i; t;að Þ ¼ s1 i; t;að Þ= 1þ i2 t; að Þ=ið ÞH að Þ
h in o

; i > 0; t > 0

ð23Þ
where

H að Þ ¼ H0 1þ a=aH2ð Þr½ � ð24Þ

i2 t;að Þ ¼ i20 � exp a= ai2 þ atð Þ½ � ð25Þ
with H0=0.72, αh2=165°, r=6, i20=0.3 pA, αi2=45°, a=1°
ms-1.

In Figs. 4, 5 and 6 we illustrate some intermediary steps
in obtaining these functions and the agreement with the
simulation data. Here, the simulations were generally
performed as described above. Hence, Fig. 4 presents an
example of the signal mass dependence on the release
current at fixed release duration (20 ms) for three different
angles of the scan line, together with the corresponding fit
of the simulation data to Eqs. 17–25, whereas in Fig. 5 we
present the variation of k with the release duration for a
fixed current of 2.4 pA. In Fig. 6 the simulation data are
compared with the values calculated with Eqs. 17–25 for
some representative scanning angles.

After obtaining the quantitative description of the signal
mass presented above, we can now compute the signal
mass distribution generated by a given set of distributions
of release quantities Q and durations τ (as described in

Fig. 2 Time course of the signal mass during a typical puff in the
animal hemisphere (total amount of liberated Ca2+ 132 fC, release
duration 120 ms), computed for fluorescence noise levels of 0, 0.1 or
0.2, as indicated. The orientation angle of the scan line is 0° (a), 90°
(b) or 180° (c)
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Methods) and confront it to the experimental data (Fig. 7).
Compared with other calcium indicators such as Fluo-4
dextran, Oregon Green provides a narrower range of
fluorescence amplitudes and noisier signals, which make
puffs harder to detect [5, 25, 29]. So, very low-amplitude
signals emitted by Oregon Green can be missed in record-
ings and therefore can affect noticeably the signal mass
value. Our investigations indicate that a noise level ΔFn/F0

=0.2 in fluorescence recordings obtained with Oregon
Green can provide an excellent agreement with the
experimental distribution of the signal mass (Fig. 7). This
figure (ΔFn/F0=0.2) represents≈4% of the maximal fluo-
rescence, Fmax/F0≈5, which is currently obtained with the
Ca2+-saturated form of this dye [5]. Therefore, our results
appear to be realistic and, moreover, provide a consistent
explanation for the experimental distributions of the
fluorescence signals, puff widths and signal masses

detected in the animal hemisphere of the Xenopus oocyte.
In Fig. 7 we also present the signal mass distributions
computed for all the three levels of fluorescence noise in
both hemispheres of the oocyte. For ΔFn/F0=0.2, a similar
shape of the signal mass distribution is obtained in the
vegetal hemisphere; however, a 2–3 fold reduction in the
signal mass values is observed.

Free Ca2+ levels during puffs

We were interested in the amplitude of local Ca2+ transients
during puffs. To this end, we computed the maximal
concentration of free Ca2+ reached in the front of the
releasing IP3R cluster (α=0°), at 250–450 nm away from
the center of the cluster, [Ca2+]m. We also determined the
Ca2+ increase in the simulation domain surrounding the ER
tubule on a space scale of 5–10 μm (volume Vs=783.74 fl),
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which is denoted here as [Ca2+]s. By analyzing the
simulation data we could select the following functions
that fit well these data (Fig. 8):

Δ Ca2þ
� �

m
i; tð Þ ¼ Ca2þ

� �
0
� am= 1þ ic=i= 1þ t=tcð Þ½ �uf g; i > 0; t > 0;

ð26Þ
with am=570, ic=8.0 pA, τc=405 ms, u=1.78, and

Δ Ca2þ
� �

s i; tð Þ ¼ Δ Ca2þ
� �

m i; tð Þ � as= 1þ ts=t= 1þ i=isð Þ½ �; i > 0; t > 0;

ð27Þ
with as=0.0026, τs=160 ms, and is=0.85 pA.

According to the results presented in Fig. 8a, [Ca2+]m
increases with the release current and can reach values ∼250
higher than the resting level (i.e., ∼8.5 μM) in the presence
of 40 μM Oregon Green-1. The increase in free Ca2+

measured on a wider scale is generally damped by buffering
and diffusion, so that [Ca2+]s exhibits modest variations, up
to about one half of the resting level. As expected, there is a
direct correlation between [Ca2+]m and [Ca2+]s (Fig. 8b),
which is also reflected by Eqs. 26–27.

The functions given in Eqs. 26–27 enable us to predict
the distributions of these two quantitative measures of Ca2+

transients in both the hemispheres of the oocyte (Fig. 9), by
employing a procedure similar to that used for the
computation of the signal mass distributions, with the
exception that the angular distribution was not taken into
account. According to these calculations, the most frequent
events in the animal hemisphere appear to produce a≈25-
fold increase in [Ca2+]m above the resting level (i.e., 850
nM), whereas in the vegetal hemisphere events with very
low amplitude (< 200 nM Ca2+ near the release site) appear
to prevail. For a medium level of IP3 stimulation as used in
experiments [5], the free Ca2+ increase in the cytosolic area
surrounding the cluster appears to be extremely reduced
(Fig. 9b). However, it should be noted that these values

have been obtained under the condition that an exogenous
buffer is present (more aspects will be presented in the
Discussion). In the next section we investigate how a
typical calcium puff would evolve in the absence of the
calcium indicator.

Kinetics of an average puff in the presence/absence
of the dye

In a previous paper [28] we estimated that an average puff
evoked by medium IP3-stimulation in the animal hemi-
sphere of the oocyte is characterized by Q=132 fC and τ=
120 ms. Here we present the associated kinetic profiles of
the fluorescence signal detected at different orientation
angles of the scan line, together with the underlying time
course of the maximal concentration of free calcium
reached on the scan line, [Ca2+]max (Fig. 10). The inset in
Fig. 10 also shows the time evolution of the total release
current that generates this average puff. One can notice a
much larger variation in the effective level of free Ca2+

when the scan line is rotated around the ER tubule, as
compared with the actual amplitude of the fluorescence
signal emitted by the calcium-sensitive dye. As discussed
previously [26, 27], there are two main reasons for this
difference: 1) Ca2+ is not at equilibrium with the dye since
binding is relatively slow, and 2) the recorded fluorescence
data incorporate the blurring effect originating from more
distant areas around the point where the signal is detected.
Consequently, the derived relative increase is 38-fold for
[Ca2+]max but only 1.8-fold for F (both figures are relative
to resting level) when the puff is observed in the front of
the cluster. These values decrease 38 and 4 times,
respectively, when the puff is detected at 180°. The
predicted maximal concentration levels of free calcium
along the scan line are 1.3 μM, 217 nM and 69 nM under
scanning angles of 0°, 90° and 180°, respectively.
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We investigated the relative contribution of various buffers
to the shape of the Ca2+ transient which develops in the
cytosolic domain surrounding the release unit (Fig. 11a) for
an average puff detected with 40 μM Oregon Green-1. We
calculated the corresponding increase in the level of Ca2+

bound to the dye (OG) and to the endogenous mobile (MB)
or fixed (FB) buffers, as well as the level of total free +
bound Ca2+ (total). The total Ca2+ increases steadily during
the release interval, up to a maximal value of 350.9 nM, after
which decays to the resting level with a half-time of 170 ms.

A large part of the released Ca2+ spreads further away to
distal sites through clearance processes inside the cytosol.
Thus, we calculated that a maximal concentration of 875.6
nM should be reached if all the liberated calcium remained
confined into the computation domain (volume Vs=
783.74 fl). A large part (73%) of the total Ca2+ appears to
be bound to the indicator, whereas the remaining calcium in
bound form is distributed between FB (23%) and MB (4%),
respectively. Finally, there is a negligible increase in the level
of free Ca2+ (2.9 nM at its peak).

0

100

200

300

400

0 200 400 600 800 1000

σσσσ0 (s.m.u.)

Q (fC)

α = 0-20°

0

100

200

300

400

0 200 400 600 800 1000

α = 90-120°

σσσσ0 (s.m.u.)

Q (fC)

0

100

200

300

400

0 200 400 600 800 1000

α = 160°

σσσσ0 (s.m.u.)

Q (fC)

0

100

200

300

400

0 200 400 600 800 1000

α = 90-120°

σσσσ1 (s.m.u.)

Q (fC)

0

100

200

300

400

0 200 400 600 800 1000

α = 0-20°

σσσσ1 (s.m.u.)

Q (fC)

0

100

200

300

400

0 200 400 600 800 1000

α = 160°

σσσσ1 (s.m.u.)

Q (fC)

CBA

FED

0

100

200

300

400

0 200 400 600 800 1000

σσσσ2 (s.m.u.)

α = 0-20°

Q (fC)

0

100

200

300

400

0 200 400 600 800 1000

σσσσ2 (s.m.u.)

α = 90-120°

Q (fC)

0

100

200

300

400

0 200 400 600 800 1000

σσσσ2 (s.m.u.)

α = 160°

Q (fC)

IHG

Fig. 6 Variation of the signal mass with the quantity of liberated Ca2+

(Q), obtained from numerical simulations with release currents≤5 pA,
release durations≤300 ms and scanning angles α indicated in each

panel. The noise level is 0 for σ0 (a-c), 0.1 for σ1 (d-f) and 0.2 for σ2

(g-i). Circles, simulation data; diamonds, values calculated from
Eqs. 17–25

J Mol Model (2012) 18:721–736 731



In the absence of the indicator, simulations with the
same release parameters as before (Q=132 fC and τ=
120 ms) predict that the rise phase of the total Ca2+ is
virtually identical to that found in the previous situation,
indicating a peak of 364.7 nM reached at the end of the
release period (Fig. 11b). However, the decay phase appears
to be slower, with a half-decay time of 432 ms, which is
2.5-fold lower than obtained in the presence of the dye. Our
data suggest that the major part of Ca2+ binds to the
endogenous fixed buffer (83% of total) while a smaller part
is bound to the mobile buffer (14% of total). Again, one can
notice that a major effect of Oregon Green-1 is to accelerate
the relaxation phase following the release period, which can
be explained by the high affinity of this dye. Another

important effect of Oregon Green-1 is the reduction in the
level of free Ca2+. Hence, the maximal increase in the
concentration of free calcium evaluated in the entire
computation domain decreases 3.6 times in the presence
of the dye (Fig. 11c). Similarly, the maximal increase in the
concentration of free Ca2+ close to the release site is
reduced 1.66 times, from 2.16 μM in the absence of Oregon
Green to 1.3 μM in the presence of 40 μM OG (Fig. 11d).

Discussion

Our numerical simulations indicate that the calcium-
sensitive dye Oregon Green can affect considerably the
kinetics and spatial distribution of Ca2+ released from the
endoplasmic reticulum into the cytosol, which also implies
that the release activity of the IP3 receptors may differ in
the presence of the indicator. Consequently, the very
distributions of the amounts of released calcium and release
currents may change when they are probed with calcium-
sensitive indicators.

An interesting result in this study is that during a typical
release event (120 ms release duration) only 40% of the
released Ca2+ remains inside a cytosolic domain of≈800 fl
around the release site, irrespective of the presence or the
absence of Oregon Green, indicating that within 120 ms
more than 50% of the liberated calcium is passed on by
buffers or spreads freely by diffusion to distances > 5 μm
from the release site. This could have implications in the
generation of global signals when higher levels of IP3
develop inside the cell. Recent measurements performed
with the use of a multi-focal fluorescence microscopy system
of high resolution indicated that elemental release sites in the
Xenopus oocyte are quite large and may be arranged as
subclusters that facilitate jumps of propagating local Ca2+

fronts over sub-micron distances [19]. Cluster diameters
estimated therein in the presence of the calcium chelator
EGTA were ∼400–900 nm, and the side-to-side spacing
between adjacent sites ∼500 nm. Other experimental studies
have also pointed toward a similar picture in mammalian
cells [16]. According to our estimations, propagation of Ca2+

from the release site to neighbor clusters during a typical
event taking place in the presence of the fluorescent indicator
can lead to an increase of ∼150–300 nM free Ca2+ within
∼30 ms at the level of an adjacent release site situated at 0.5–
1 μm away from the original releasing site. The
corresponding Ca2+ level that would be established in the
absence of the calcium indicator is ∼250–500 nM, which
resides within the activating range of the IP3 receptor even at
low concentrations of IP3 [8, 33]. However, in their experi-
ments Sun et al. [5] used medium IP3 levels in order to
prevent the formation of calcium waves and hence observe
delimited individual puffs. Therefore it is likely that the

Fig. 7 Signal mass distribution. (a) The distribution of the signal
mass in the animal hemisphere of the oocyte was computed for three
noise levels indicated on each curve. Event frequency is normalized to
its maximal value. (b) The experimental histogram obtained by Sun et
al. (1998) in the animal hemisphere is compared with the theoretical
distribution calculated for a noise level of 0.2 (continuous line). (c)
Similar to (a), but for the vegetal hemisphere
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actual calcium events evolve normally at lower release rates
than in the presence of the indicator which can reduce the
concentration of Ca2+ at the channel mouth and thus increase
the local Ca2+ gradient across the ER membrane [28].
Consequently, the intrinsic activity duration of a given IP3R
cluster is likely to decrease when an exogenous buffer is
added [28] because inactivating Ca2+ levels at the channel
mouth can be reached faster. This idea is strongly supported
by various experimental data obtained with 40 μM Oregon
Green-1 in the absence or the presence of 300 μM EGTA [5,

16, 18, 19], which indicate a strong reduction of the release
duration induced by EGTA (from ∼100 ms to ∼20 ms). In
addition, other recent experimental and modeling studies
indicate a release duration of ∼60 ms obtained with 40 μM
Oregon Green-1 in the presence of a lower level of 135 μM
EGTA [29], and about 18 ms obtained with 300 μM EGTA
and 25 μM Fluo-4 Dextran, which is a low affinity calcium
indicator [18, 25, 29].

In agreement with earlier experimental findings, there
appears to be a consistent difference between the two
hemispheres of the oocyte regarding the distribution of IP3
receptors and the magnitude of calcium release events. The
variations in the distributions of liberated Ca2+ between the
animal and the vegetal hemispheres (Fig. 1) are probably
due to the differing number of active receptors within a
releasing cluster, or alternatively the IP3R clusters may
comprise different isoforms of IP3 receptors. Such func-
tional differences between Ca2+ release sites in the two
hemispheres appear to play a critical role both at fertiliza-
tion and in the early development phases of the Xenopus
embryo. In immature Xenopus oocytes, the peripheral
endoplasmic reticulum forms an intricate network of
interconnected cisternae, linear tubules, polygonal reticu-
lum and three-way junctions generated by fusion of
intersecting tubules, which appears to be restricted to a
∼6–8 μm-wide shell situated a few micrometers under the
plasma membrane [15, 20]. The observed tubular/cisternal
structures of the peripheral ER in the large sized oocyte
have variable diameters, from narrow tubules (50–100 nm
width) to tubes, cisternae or junctions that appear to be
several times wider [34–37]. In addition, the subcortical
region of the oocyte observed at high resolution in electron
micrographs has been found to contain long, dense stacks
of cisternae (the annulate lamellae) of ∼2–4 μm width and
∼20 μm in length [34, 37], from which ER cisternae
migrate to the cortex during the maturation process.

Fig. 9 Predicted distributions of (a) maximal Ca2+ levels near the
release site ([Ca2+]m) or (b) average Ca2+ levels in the 783.74 fl
domain surrounding the release site ([Ca2+]s) relative to the resting
level [Ca2+]0, corresponding to the animal (“AH”) or the vegetal
hemisphere (“VH”) of the oocyte
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Moreover, a few micrometers underneath the plasma
membrane, there are also large cortical granules of ∼1–
2 μm diameter and smaller pigment and glycogen granules
of ∼0.5 μm width, dispersed at relatively small distances
(∼100 nm) one from another [15, 34, 35]. During
maturation, membrane junctions form between the plasma
membrane and cortical endoplasmic reticulum, which
represent sites for the transduction of extracellular events
into intracellular calcium release during fertilization and
activation of development [38]. Such junctions exhibit a
distinctive animal-vegetal polarity of distribution [38]
which is correlated with the hemispheric asymmetry of
the calcium-release capacity of the ER calcium stores. After
fertilization, a calcium wave propagates inside the egg [39,
40] which in turn triggers a wave of cortical granule

exocytosis (with the primary role in creating the fertiliza-
tion envelope which provides a long-term block to poly-
spermy) and an extensive contraction of the cortex which
propagates faster in the animal hemisphere as compared
with the vegetal hemisphere [34, 38]. A higher concentra-
tion of free calcium in the animal hemisphere could account
for the latter phenomenon [38], as well as for the higher rate
of intracellular Ca2+ increase during propagation of the
calcium wave in the animal versus the vegetal half of the
egg [39]. Likewise, the rapid mitoses in early Xenopus
embryos are accompanied by two surface contraction waves
which travel from the animal to the vegetal pole ahead of
the developing cleavage furrow [41] and are in close
spatiotemporal correlation with the two waves of the
mitosis-promoting factor (MPF) activation and inactivation
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initiated by components in the animal cytoplasm. Since
metaphase to anaphase transition is a calcium-dependent
process [40, 42, 43], the involvement of Ca2+ release events
in the mitotic program may be associated with the
functional role of the observed asymmetry between the
two hemispheres of the oocyte.

Peak intracellular Ca2+ levels reached at deep subcortical
regions during the propagation of the calcium wave elicited
after fertilization are ≈1.2 μM [39]. However, it appears
that cortical granule exocytosis requires free calcium levels
of the order of 2–5 μM [39], whereas activation of plasma
membrane Ca2+-activated Cl− channels requires >27 μM
free Ca2+ for half-maximal activation [44]. Activation of
the Cl− channels after fertilization provides a fast block to
polyspermy via depolarization of the egg (the fertilization
potential) which prevents further sperm fusion with the egg
membrane [40]. Consistent with the polarized distribution
of the Ca2+ release sites, a clear hemispheric asymmetry
also manifests with regard to the amplitudes or kinetics of
calcium-activated Cl− currents [14, 45]. Our numerical
studies indicate that in the absence of an exogenous
calcium indicator, average Ca2+ levels elicited following
medium-intensity stimulation with IP3 can reach ∼2 μM
and ∼0.4 μM at ∼300 nm from a given release site situated
in the animal or the vegetal hemisphere, respectively, while
in less frequent events the corresponding maximal Ca2+

level can reach values as high as 11 μM and 4 μM,
respectively. Hence, these figures appear to be realistic and
consistent with the idea that after the full IP3R activation
that accompany the development of the calcium wave
inside the fertilized egg, sufficiently high levels of free Ca2+

can build up close to the cortical ER release sites and thus
can trigger the exocytosis of the cortical granules or the
activation of plasma membrane Cl− currents.
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Abstract The present study reports the effect of oxygen
addition on small size Nin (n=1-6) clusters in different spin
states within the framework of linear combination of atomic
orbital (LCAO) density functional theory (DFT) under spin
polarized generalized gradient approximation (GGA) func-
tional. Relative stabilities of the optimized clusters are
discussed on the basis of the calculated parameters, such as,
binding energy (BE), embedding energy (EE) and frag-
mentation energy (FE). Other parameters, like ionization
potential (IP), electron affinity (EA), etc. show that though
the additions of oxygen can affect the chemical properties
of Nin clusters with an additional stability to NinO. In most
of the cases the magnetic moment of the stable isomers are
geometry dependent for a particular size both in pure and
oxidized clusters. Calculated magnetic moments of NinO
(n=1-6) clusters reveal that the magnetic moment of ground
state Ni4O isomers in different geometries is same as in
pure Ni4 isomers. Present study also explains the cause of
stable magnetic moment in Ni4O cluster through the
distribution of electrons in different orbitals.

Keywords Chemical properties . Classification
codes:20.040 . 30.180 . 40.080 . Clusters . Density functional
theory . Nanomaterials

Introduction

Since the last few decades transition metal (TM) oxide
clusters are becoming interesting field of theoretical as well
as experimental research because of their novel electronic,
magnetic and optical properties as well as the prominent
role in the catalytic activities, environmental process in
addition to several other applications in nanoscience and
nanotechnology [1–12]. Although there are many experi-
mental studies by using mass spectrometry and photoelec-
tron spectroscopy of TM oxides, but determining the
relative stabilities of these systems remains problematic.
Several experimental works on TM oxide cluster in the gas
phase have contributed fundamental information about their
chemical bonding, reactivity, magnetic, and electronic
properties. Herman et al. [13] studied the gas phase reaction
of different transition metal ions (Ti+, V+, Fe+, Co+, Ni+,
Cu+, Zn+) with CO and CO2 followed by ab initio
calculations for further understanding of reaction mecha-
nism, reaction kinetics and thermochemistry of the nano-
clusters. Xu et al. [14] studied the oxygen affinity of pure
Ptn clusters (n=1-10) using density functional theory
(DFT). By using laser vaporization and electro-spray
experimental techniques followed by photoelectron spec-
troscopy Zhai et al. [15] studied electronic and geometric
structures of doubly and singly charged species M2O7

2-,
MM´O7

2-, and M2O7
- (M, M´ = Cr, Mo, W) followed by

DFT calculations to understand the experimental evolution
of geometric and electronic structures as a function of
charge state. Liu et al. [16] studied the effect of addition of
oxygen on the small size Co clusters. They found that the
addition of oxygen could not produce much effect on the
average magnetic moment of the Co clusters. Li et al. [17]
calculated total atomization energies and normalized clus-
tering energies of (MO2)n (M = Ti, Zr, Hf) and (MO3)n

D. Bandyopadhyay (*)
Physics Department, Birla Institute of Technology and Science,
Pilani 333031 Rajasthan, India
e-mail: Debashis.bandy@gmail.com

D. Bandyopadhyay
e-mail: bandy@bits-pilani.ac.in

J Mol Model (2012) 18:737–749
DOI 10.1007/s00894-011-1090-8



(M = Cr, Mo, W) transition metal oxide clusters up to n=4
at the coupled cluster [CCSD(T)] and density functional
theory (DFT) levels. In another study Zhai et al. [18]
reported a comparative study of reduced transition metal
oxide clusters, M3O8

− (M = Cr, W) in neutral and anionic
state via anion photoelectron spectroscopy, density func-
tional theory, molecular orbital theory (CCSD(T)) calcu-
lations and predicted the redox reaction in thermochemistry
of the system.

Among several other transition metal oxides, small size
NinO clusters is one of the most important candidates
because of its high magnetic moment and stability. Nickel
oxide is a highly insoluble thermally stable nickel source
suitable for glass, optics and ceramic applications. Oxide
compounds are usually not electrical conductor; however
certain nickel oxides are electronically conductive and
therefore have useful applications in fuel cells and oxygen
generation systems where they exhibit ionic conductivity.
Moreover, nickel oxide is also an important element as a
component in lightweight aerospace applications. Several
other theoretical [19–24] and experimental [25–30] studies
on nickel oxides in neutral and charged states are also
reported. Most of the theoretical studies are focused on the
geometrical, electronic and magnetic properties of pure and
oxidized nickel clusters Nin (n≤60) [19–23]. On the other
hand, most of the experimental studies [25–30] on nickel
oxide clusters are focused on their magnetic and chemical
properties by using gas phase reaction, photoelectron
spectroscopy and Mössbauer spectroscopy. Both theoretical
and experimental research on NinO clusters are challenging
because of its complicated electronic and magnetic proper-
ties due to the 3d sub-shells and in addition, the energy
difference between different spin states is very small.
Therefore, determination of the ground state in a particular
size is a difficult work. In this report a detailed theoretical
investigation of small size Nin and NinO (n=1-6) clusters of
different geometries and spin states (singlet to 11) is
presented to understand their electronic as well as magnetic
behavior and their variation with the geometry, size and spin
states in a systematic manner. In the latter part, both Nin and
NinO (n=1-6) optimized ground state geometry in each size
are then selected to study their binding energy, embedding
energy, stability, chemical potential, ionization potential etc.
Comparisons of the present calculations with the available
experimental and theoretical results are also done.

Computational

In the present report geometry optimization of Nin and
NinO (n=1-6) clusters are performed by using density-
functional theory (DFT) with the unrestricted B3PW91
exchange-correlation potential [31–34]. Self-consistent

field (SCF) electronic structure calculations were carried
out on all clusters within the framework of Kohn-Sham
DFT [35]. Molecular orbital (MO) are expressed as linear
combination of atom-centered basis functions for which the
standard Gaussian LanL2DZ basis set and associated
effective core potential (ECP) is used on all the atoms.
Spin-polarized calculations are carried out using the Becke
three-parameter exchange and the Perdew-Wang general-
ized gradient approximation (GGA) functional [36–39].
The standard LanL2DZ basis sets are employed to provide
an effective way to reduce difficulties in calculations of
two-electron integrals caused by transition metal Ni atom
[40]. In order to obtain the lowest-energy NinO structures,
we have chosen a considerable number of possible
structures as initial geometries in each cluster size (n=1-
6). Based upon the available theoretically and experimen-
tally verified geometries of Nin [23] different evolution
patterns for determining the NinO clusters, including Ni-
substituted and O-capped patterns, are first taken into
account and then the equilibrium structure in a particular
size is obtained by varying the geometry starting from high
to low symmetric initial guess structures. For each
stationary point of a cluster, the stability is reassured by
calculating the frequency of harmonic vibration. If any
imaginary frequency is found, a relaxation along that
vibrational mode is carried out until the true local minimum
is obtained. In all clusters, geometries were optimized with
no symmetry constraints in each initial guess structure.
Both in case of pure and oxygenated nickel clusters
optimizations are done with the spin multiplicity varied
from singlet to 11 and are independent of the size of the
clusters. Optimized ground state geometries in each size
with their spin multiplicity are shown in Fig. 1. In case,
when the total optimization energy decreases with increas-
ing spin, increasingly higher spin states is considered until
the energy minimum with respect to spin is reached. To
check the reliability of the present level of calculation,
calculated parameters of Ni2 and NiO dimers, as example,
the bond length, ionization potential, electron affinity and
the lowest vibrational frequency are compared with the
reported experimental and theoretical data available as
shown in Tables 1 and 2. It shows that the present
calculated values are comparable to the reported values
and hence it is expected that the present level of calculation
can be applied to a bigger size clusters in the same system.
All theoretical calculations are carried out with the
Gaussian 03 program package [41].

Results and discussion

Optimized structures of different bare nickel and nickel
oxide clusters calculated in the present study are shown in
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Fig. 1 (a) Optimized structures of Nin and NinO clusters. In the
figure, the last digit in name represents the spin multiplicity of the
clusters, as: Triplet (3), Quintet (5), Septet (7) and Nonlet (9). All
clusters shown in figure, correspond to the minimal energy among the
different structural isomers, and the different spin multiplicities
studied in a particular size. (b) Orbital and spin density distribution

of ground state Nin and NinO clusters among different structural
isomers and the different spin multiplicities (singlet to nonet) studied
of different sizes. All clusters shown in figure, correspond to the
minimal energy among the different structural isomers, and the
different spin multiplicities studied in a particular size
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Fig. 1a-b along with their HOMO-LUMO orbital distribu-
tions and total spin densities. Different physical and
chemical parameters of the pure and doped clusters such
as bond length, frequency, ionization potential, point group
symmetry, electronic states, relative energies etc. are shown
in Tables 1 2 and 3. In the following section geometries,
stabilities, electronic and magnetic properties of the nano-
clusters will be discussed on the basis of the calculated
parameters and their variation with the cluster size.

Geometries and stabilities

Ni2 and NiO clusters

As the first members in the series, different physical and
chemical parameters of Ni2 (Dαh) and NiO dimers are
calculated and presented in Tables 1 and 2 with the reported
theoretical and experimental data. Variation of the opti-
mized energies of NiO dimer in different spin states are
presented in Table 3 with respect to the optimized ground
state dimer with C∞ν point group symmetry and 3Σ+

electronic state. In the present calculation the bond length
of the pure nickel dimer varies with different spin
multiplicities from singlet to 11 in the range of 2.32Å to
2.45Å with a value of 2.36Å in triplet ground state, which
is comparable to the experimental values presented in
Table 1. Similarly, the bond length of NiO cluster is found
as 1.70Å. This is close to the experimental value 1.63Å.

Other calculated parameters, as like, IP and EA are in good
agreement with the reported theoretical and experimental
data shown in Tables 1 and 2. From the parameters
presented in Tables 1 and 2, it is clear that present level
of calculation is appropriate for both pure nickel and nickel
oxide clusters. In both the clusters calculated natural
vibrational frequencies are also in good agreement with
the previously reported values. The ionization potential
calculated for Ni2 cluster is 7.06 eV and this is within the
range of reported experimental and theoretical values that
varies from 5.4 eV to 8.3 eV as shown in Table 2. Electron
affinities of Ni2 and NiO clusters are also quite close to the
reported values shown in Table 1. Calculated HOMO and
LUMO orbital distributions of the optimized ground state
of Nin (n=1-7) and NinO (n=1-6) clusters along with the
total spin magnetic moment distributions are shown in
Fig. 1b. In Ni2 dimer structure, the HOMO distribution is
like a double quadruple charge distribution (π-bonding)
whereas the LUMO orbital is like a perfect dumbbell
structure (σ-bonding). In NiO dimer, most of the orbital
charge density distributed around the nickel atom and this is
even more in LUMO orbital. The total spin density
distribution is symmetrical in Ni dimer but it is more
around the nickel atom in NiO cluster as shown in Fig. 1b.

Ni3 and Ni2O cluster

In bare Ni3 cluster two different geometries are obtained.
The ground state geometry is a triangle with internal angle
close to 56.7o in triplet spin state with Cs point group
symmetry. This structure is lower in energy than the linear
chain structure by an amount 0.06 eV. In linear chain
geometry the ground state is a quintet with D∞h point group
symmetry. At this size the spin state in different ground
state geometries is geometry dependent. The same behavior
is also found in other systems and will be discussed in
afterward section. By replacing the end and the middle Ni
atoms by oxygen in the ground state Ni3_A and in Ni3_B
(Fig. 1a), four different optimized structures at different
spin states are obtained. The first triangular geometry
(Ni2O_A) is the ground state structure in triplet spin state.
Out of the other three remaining structures, two are linear
chain like (Ni-O-Ni or Ni-Ni-O) and the third one is a bend

Table 1 Different parameters of pure and charged Ni2 and NiO clusters

Dimers Bond length (Å) Lowest frequency (cm-1) IP (eV) EA (eV)

Ni2 2.06[23], 2.155[42], 2.13[21], 2.20[45]‡, 2.36a 210±25[42], 236a 7.14[46], 7.06a 0.9262±0.01[42] 1.00a

NiO 1.626[47], 1.627[48], 1.63[44]‡, 1.89[49], 1.70a 800[43], 839[44], 836a 1.46[43], 1.50a

Ni2- 2.257±0.017[42] 2.37a 280±20[42], 236a

NiO- 1.68a 810[43], 784a

‡Experimental, a Present work: B3PW91/LanL2DZ

Table 2 IP (eV) from reported and present calculations

Reference Ni2 Ni3 Ni4 Ni5 Ni6

[23] 8.3 6.8 5.9 6.6 6.8

[50] 5.4 3.9 4.4 4.7 4.9

[51] 6.08 5.83 6.65

[52] 5.7 4.2 5.1 4.8 4.4

[53] 6.5 6.2 6.2 5.9 5.6

[54] 6.8 6.5 6.3 6.3 6.3

Ref. [51, 52] in ref [23] 7.6 6.12 5.70 6.20 6.78

Present 7.06 5.55 5.46 6.31 6.77
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structure (CS symmetry) where the Ni-Ni-O angle is 1090 as
shown in Fig. 1a. The first linear chain structure Ni-Ni-O
has a C∞v point group symmetry, whereas the 2nd linear
chain structure with an oxygen at the middle position of the
chain (Ni-O-Ni) has Dαh symmetry. Here the first and third
structures of Ni2O are in triplet state, whereas, the second
and fourth structures are in quintet and singlet states
respectively. It is to be noted that the ionized Ni2O

+ cluster
is a linear chain structure with the oxygen atom at the
middle (Ni-O-Ni). In Ni2O

+ the Ni atoms contribute charge
in ionization. Calculated ionization potential of Ni3 cluster
is in good agreement with the reported value. The reported
value of ionization potential varies from 3.9 eV to 6.8 eV
(Table 2) whereas the present value is 5.54 eV.

Ni4 and Ni3O clusters

Between two different isomers of Ni4, the triangular based
pyramid geometry is the optimized ground state in quintet
spin state with D2d point group symmetry and 5A2

molecular orbital electronic state represented as irreducible
representation (IR) in Table 3. The other structure is a bend
rhombus. The ionization potential of the ground state
structure is 5.46 eV is close to reported values as given in
Table 2. Replacing one-nickel atom in bend rhombus
isomer of Ni4 structure, Ni3O optimized structure with
C3v point group symmetry is obtained as shown in Fig. 1a.
In the present calculation the linear chain structures are not
considered because of the presence of an imaginary
frequency. Relative energies of the structures in different
spin state with respect to the ground state structure are
presented in Table 3.

Ni5 and Ni4O clusters

Two different optimized structures are obtained in Ni5 size.
The distorted Ni capped rhombus based structure is the
ground state geometry with Cs point group symmetry in
septet spin state. The other structure is a bi-capped
triangular Ni3 structure (not shown). A number of stable
geometries are obtained in Ni4O cluster as shown in
Fig. 1a. The ground state geometry is obtained by replacing
a capped nickel atom from the bi-capped Ni3 triangular
structure by oxygen. The ground state of Ni4O is in a
quintet spin state as like ground state Ni4 isomers. The
binding energy of this structure is higher than Ni4 or Ni5
structures.

Ni7, Ni6, Ni5O and Ni6O clusters

The most stable structure in Ni6 is bi-capped quadrilateral
with Cs point group symmetry. By replacing one nickel
with oxygen, three different kinds of optimized structures

are obtained. Among them, bi-capped Ni rhombus structure
in septet spin state is the ground state geometry with Cs

point group symmetry (Fig. 1b). The ground state geometry
of Ni5O structure is in septet. Three other ground state
geometries are also obtained in Ni5O series in triplet;
quintet and septet spin states respectively. Energetically
these three structures are very close to the overall ground
state structure within the energy difference of 0.05 eV.
Addition of a Ni or an oxygen atom on the surface of Ni6
pure cluster gives optimized slightly distorted Ni7 and Ni6O
structures respectively. Optimized Ni7 cluster is a nonet and
Ni6O is in septet spin state. Different orbital (HOMO and
LUMO) and spin distributions of Nin and NinO ground
state structures are shown in Fig. 1b.

It is clear from the above observation that for the clusters
from n=2 to 6, except for n=4, the spin state is geometry
dependent in a particular size as shown in Table 3. It is
commonly observed that in these geometries of different
sizes, the structures where O atom is bonded with three-
nickel atoms are the most stable. In these structures oxygen
atom prefers to sit as surface capped atom on the Nin
clusters.

The relative stabilities, electronic and magnetic
properties

In order to get the idea about the relative stabilities,
electronic and magnetic properties of NinO (n=1-6)
clusters, different parameters like, binding energy (BE),
HOMO-LUMO gap, embedding energy (EE), fragmenta-
tion energy (FE or Δ(n,n-1)), stability or second order
change in energy (Δ2(n)), ionization potential (IP), etc. are
calculated. Variation of these parameters with the size of
NinO and Nin are then plotted and compared. On the basis
of these calculated parameters and their variations with the
size, stabilities and other properties of the clusters are
discussed.

In the present work the following relation defines
binding energy per atom of a cluster:

BE ¼ E NinOð Þ � EðOÞ � nE Nið Þ½ �
nþ 1

or

E Ninð Þ � nE Nið Þ½ �
n

ð1Þ

for NinO and Nin respectively. Here, E(NinO) and E(Nin) is
the energy of the NinO and Nin clusters respectively, E(O)
is the energy of the isolated oxygen atom; E(Ni) is the
energy of a nickel atom. Variation of binding energy curve
is shown in Fig. 2 for pure and oxidized nickel clusters. It is
clear from Fig. 2 that with the increase of n during the
growth process of the cluster, the binding energy increases
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Table 3 Optimized parameters of NinO (n=1-6) isomeric clusters in different spin states

Cluster Isomer Multiplicity Relative energy (eV) Symmetry IR* DM** (debye) HOMO-LUMO gap (eV)

NiO A 1 1.61 C∞v
1Σ+ 5.67 1.33

3 0.00 3Σ+ 5.24 3.52

5 1.28 5Σ+ 0.24 4.59

7 6.57 7Σ+ 1.78 1.3

9 9.68 9Σ+ 5.87 1.78

11 11.95 11Σ+ 15.03 4.08

Ni2O A 1 0.76 C2v
1A1 3.22 2.24

3 0.00 3A2 3.25 3.6

5 0.43 5A2 0.13 1.47

7 2.27 C∞v
7Σ+ 1.25 3.2

9 6.76 Cs
9A' 0.11 1.06

11 12.1 11A' 2.38 1.36

Ni2O B 1 2.73 C∞v
1Σ+ 6.45 1.84

3 0.18 3Σ+ 4.86 4.13

5 0 5Σ+ 5.47 4.93

7 2.63 7Σ+ 0.21 2.36

9 6.47 9Σ+ 0.23 1.23

11 11.28 11Σ+ 2.36 1.72

Ni2O C 1 1.04 D∞h
1Σu 0.00 1.74

3 0.00 3Σu 0.00 3.67

5 0.91 5Σu 0.00 1.36

7 1.75 7Σu 0.00 4.07

9 8.00 9Σu 0.00 0.99

11 12.7 C2v
11A2 0.00 0.7

Ni2O D 1 0 Cs
1A1 3.23 2.23

3 0.23 3A" 4.27 4.04

5 0.09 5A" 4.75 4.41

7 2.31 7A" 2.47 2.6

9 6.24 9A' 0.17 0.84

11 11.34 11A' 2.58 1.38

Ni3O A 1 1.87 Cs
1A' 2.37 1.54

3 0.00 C3v
3A2 2.67 2.95

5 0.35 5A1 2.02 2.1

7 1.39 7A2 1.21 1.54

9 3.35 9A2 0.01 3.33

11 7.18 11A2 0.62 1.15

Ni3O B 1 1.45 Cs
1A' 3.13 2.18

3 0 3A" 4.11 2.57

5 0.1 5A" 4.52 2.86

7 0.6 7A" 2.48 2.03

9 3.41 9A' 1.71 2.52

11 6.86 11A" 0.42 1.61

Ni3O C 1 1.87 Cs
1A' 2.38 1.54

3 0.00 C3
3A 2.67 2.95

5 0.38 5A 2.22 2.12

7 1.27 Cs
7A' 1.19 1.59

9 2.71 9A" 1.41 3.25

11 7.19 C3v
11A1 0.71 1.19

Ni3O D 1 0.00 C2v
1A' 3.23 2.16

742 J Mol Model (2012) 18:737–749



Table 3 (continued)

Cluster Isomer Multiplicity Relative energy (eV) Symmetry IR* DM** (debye) HOMO-LUMO gap (eV)

3 1.09 Cs
3A" 4.27 2.01

5 0.96 5A" 4.74 2.04

7 1.62 7A' 2.47 3.87

9 1.75 9A' 0.17 2.45

11 7.45 11A" 2.58 0.6

Ni4O A 1 2.48 C3
1A 2.56 1.22

3 0.01 C3v
3A2 3.39 2.47

5 0.00 Cs
5A' 3.29 2.51

7 0.87 C1
7A 1.98 1.54

9 1.71 9A 1.51 2.1

11 4.31 11A 0.19 2.88

Ni4O B 1 2.27 Cs
1A" 2.17 1.69

3 0.29 C2v
3A2 1.40 2.45

5 0.00 C2v
5A2 0.84 2.05

7 0.43 C1
7A 2.15 1.46

9 1.48 Cs
9A" 1.91 2.18

11 3.06 C2v
11A1 0.38 2.22

Ni4O C 1 2.87 C2
1A 3.66 1.57

3 0.73 C3v
3A2 3.45 2.72

5 0.00 C2v
5A2 4.71 2.44

7 0.82 C1
7A 1.86 1.57

9 1.78 C3v
9A1 0.91 1.89

11 4.16 Cs
11A" 1.45 2.77

Ni4O D 1 1.98 C3v
1A1 2.55 1.22

3 1.2 C1
3A 3.98 2.01

5 0.00 Cs
5A' 2.18 2.2

7 0.16 C1
7A 3.59 2.48

9 1.16 Cs
9A' 2.54 2.69

11 3.57 11A" 1.44 2.77

Ni5O A 1 3.05 Cs
1A' 2.97 1.36

3 0.15 3A" 3.37 2.6

5 0.16 5A' 3.36 2.47

7 0 7A" 3.23 1.77

9 0.68 C1
9A 2.30 1.91

11 1.93 11A 0.90 2.37

Ni5O B 1 2.99 C1
1A 2.28 1.49

3 0 Cs
3A" 3.37 2.45

5 0.02 5A" 3.30 2.49

7 0.14 7A' 3.12 1.74

9 0.76 C1
9A 2.28 1.93

11 3.00 Cs
11A' 1.06 2.02

Ni5O C 1 3.38 Cs
1A" 1.43 1.27

3 0.03 3A' 1.50 2.67

5 0.00 5A' 1.43 2.6

7 0.22 7A" 2.40 1.78

9 0.63 9A" 2.30 1.91

2.23 11A' 1.06 2.25

Ni5O D 1 2.99 Cs
1A" 2.94 1.36

3 0.32 C4
3B 1.77 2.47
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initially and shows a relative maximum at n=4 in NinO
cluster. Beyond this point there is hardly any increase of BE
per atom. However, the total optimized energy of the NinO
cluster can continue to gain energy during the growth
processes. On the other hand, the binding energy in pure
clusters tend to increase even if it is a cluster with n=7,
which is basically indicating that clusters are gaining
binding energy as well as the total optimized energy during
their growth process. Comparing the binding energy curves it
is clear that binding energy of the oxidized cluster is much
higher than the nickel clusters of same size (n) within the range
of the present calculation. This is an indication of improved
stability due to the addition of oxygen in pure nickel structures.

The other parameters, which can explain the thermody-
namic stability of the clusters, are embedding energy (EE),
fragmentation energy (FE) and the second order difference
in energy (Δ2(n)). The last parameter Δ2(n) is also known
as stability parameter. In the section calculated EE, FE and
Δ2(n) of NinO and Nin clusters will be discussed. Variation
of the embedding energy is shown in Fig. 4. Embedding
energy is defined as,

EE ¼ E Ninð Þ þ EðOÞ � E NinOð Þ ð2Þ

It is actually the gain in energy to incorporate a foreign
atom in a cluster during its growth process with an aim to
produce a particular targeted product. In the present work
since the growth process of NinO studied by adding oxygen
with Nin cluster, therefore, here EE is the gain in energy by
the product cluster due to addition of oxygen with Nin.

Variation of embedding energy shown in Fig. 3 clearly
shows that the cluster with n=4 in quintet state has an
affinity to absorb oxygen atom to increase its stability
compared to its surrounding clusters of same or different
sizes. Or in other words, Ni4 in quintet spin state is the most
favorable size that can easily incorporate an oxygen atom in
the cluster. A related but significantly related question is
which is the most stable cluster as successive Ni atoms are
added to increase the cluster size of NinO starting from
NiO. This is given by Δ2(n) parameter or stability
parameter of the clusters which is defined as,

Δ2ðnÞ ¼ E Ninþ1Oð Þ � E NinOð Þf g � E NinOð Þ � E Nin�1Oð Þf g

¼ E Ninþ1Oð Þ þ E Nin�1Oð Þ � 2E NinOð Þ
ð3Þ

With this definition, large positive values of Δ2(n) are
indicative of enhanced stability as they correspond to a gain
in energy during formation from the preceding size and
lower gain in energy to the next size. In Fig. 4 calculated
Δ2(n) as a function of cluster size n is plotted. It is to be
noted that Δ2(n) exhibits a peak at n=4 which is the stability
parameter of Ni4O cluster in quintet state. Furthermore, the
relative stability of Ni4O (Fig. 4) cluster in terms of the
calculated second order change in energy is the biggest
among all the NinO clusters in the present range of
calculation showing that the cluster has stronger relative
stability. Therefore, the structure with n=4 is the most stable
geometry among all the members of NinO (n=1-6) clusters.

Table 3 (continued)

Cluster Isomer Multiplicity Relative energy (eV) Symmetry IR* DM** (debye) HOMO-LUMO gap (eV)

5 0.26 C4v
5A2 1.66 2.4

7 0.00 Cs
7A" 2.89 1.93

9 1.27 C4
9B 0.91 1.83

11 1.89 C1
11A 0.86 2.38

Ni6O A 1 4.19 Cs
1A' 2.25 1.34

3 0.44 3A" 1.35 2.1

5 0.63 5A" 1.66 1.71

7 0.00 C2v
7B2 1.63 2.15

9 0.61 Cs
9A" 1.18 1.41

11 1.41 11A' 0.55 2.34

Ni6O B 1 0.33 C1
1A 2.97 2.35

3 0.00 3A 3.34 1.85

5 0.26 Cs
5A" 1.32 2.51

7 0.44 C1
7A 3.14 1.51

9 0.22 9A 2.43 2.24

11 1.14 11A 1.23 1.94

* TR⇒Irreducible representation; ** DM⇒ Electrostatic dipole moment
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Calculated fragmentation energies (Δ(n,n-1) or FE) of
NinO clusters can give the information of relative stabilities
of the clusters. FE of the cluster is defined as,

Δ n; n� 1ð Þ ¼ E NinOð Þ � E Nin�1Oð Þ þ E Nið Þf g

¼ E NinOð Þ � E Nið Þ � E Nin�1Oð Þ:

ð4Þ

Variation of FE with the size of the cluster (Fig. 5) shows
that there is a sharp increase of FE from n=3 to n=4 and
then a drop from n=4 to 5 indicate that during the growth
process of NinO by adding Ni atom one by one the cluster
Ni4O is found most stable with quintet spin state.

While the above parameters indicate thermodynamic
stability of a cluster, kinematic stability of the clusters in
the chemical reaction is indicated by HOMO-LUMO gaps,
ionization potential (IP), electron affinity (EA), chemical
potential and hardness. Usually the larger the HOMO-
LUMO gap, the less reactive the cluster is. HOMO-LUMO
gaps of Nin and NinO are plotted in Fig. 6. Overall, there is
a decrease of gap with the increase of the cluster size in
both Nin and NinO clusters. However, there are some local
oscillations over and above the decreasing trend. Although,
there is no sharp global peak in HOMO-LUMO gap
variation of NinO cluster as in other quantities, but there
is a visible local peak at n=4 in NinO series. This again
points out the enhanced stability at n=4 in NinO series as
like other quantities discussed before. This is precisely seen

in the variation of ionization potential and electron affinity
with the cluster size shown in Figs. 7 and 8 respectively.
Variation of the IP of NinO first decreases from n=1 and the
show a local maxima at n=4. Therefore, the cluster at n=4
has relatively higher chemical stability compare to the
surrounding sizes. The sharp dip of electron affinity (EA) in
Fig. 8 indicates the reaction by capturing electron from
surrounding environment is relatively less in Ni4O cluster
compared to the other oxidized and pure nickel clusters. This
also supports the enhanced stability of Ni4O cluster. The
common feature in all of these graphs at n=4, is indicating
that with the size-evolution of NinO clusters, the cluster
Ni4O in quintet spin state has an enhanced local stability.

Further, to verify the chemical stability of the clusters,
chemical potential (μ) and chemical hardness (η) of the
ground state isomers are calculated. In practice chemical
potential and chemical hardness can be expressed in terms of
electron affinity and ionization potential. In terms of total
energy consideration, if E(N) is the energy of the N electron
system, then energy of the system containing N+ΔN electrons
where ΔN<<N can be expressed as:

E N þΔNð Þ ¼ EðNÞ þ dE

dx

����
x¼N

ΔN

þ 1

2

d2E

dx2

����
x¼N

ΔNð Þ2

þ neglected higher order terms: ð5Þ

Fig. 2 Variation of binding energy per atom of Nin and NinO (n=1–6)
clusters with n

Fig. 3 Variation of embedding energy of NinO (n=1–6) clusters with n

Fig. 4 Variation of stability of NinO (n=1–6) clusters with n

Fig. 5 Variation of fragmentation energy of NinO (n=1–6) clusters with n
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Then, μ and η can be defined as:

m ¼ dE

dx

����
x¼N

and h ¼ 1

2

d2E

dx2

����
x¼N

¼ 1

2

dm
dx

����
x¼N

ð6Þ

Since,

IP ¼ E N � 1ð Þ � EðNÞ andEA ¼ EðNÞ � E N þ 1ð Þ: ð7Þ
By setting ΔN=1, μ and η are related to IP and EA via

the following relations:

m ¼ � IP þ EA

2
and h ¼ IP � EA

2
ð8Þ

Consider two systems with μi and ηi (i=1,2) contracting
each other, where some amount of electronic charge (ΔM)
transfer from one to other. The quantity ΔM and the
resultant energy change (ΔE) due to the charge transfer can
be determined in the following way:

If E (N+ΔM) is the energy of the system after charge
transfer then it can be expressed for the two different
systems 1 and 2 in the following way:

E1 N1 þΔMð Þ ¼ E1 N1ð Þ þ m1 ΔMð Þ þ h1 ΔMð Þ2 ð9Þ
and

E2 N2 �ΔMð Þ ¼ E2 N2ð Þ � m2 ΔMð Þ þ h2 ΔMð Þ2 ð10Þ

Corresponding chemical potential becomes,

m
0
1 ¼

dE1ðxþΔMÞ
dx

����
x¼N1

¼ m1 þ 2h1ΔM and

m
0
2 ¼

dE2ðx�ΔMÞ
dx

����
x¼N2

¼ m2 � 2h2ΔM

ð11Þ

to first order in ΔM after the charge transfer. In chemical
equilibrium, m0

1 ¼ m0
2which gives the following expressions:

ΔM ¼ m2 � m1

2 h1 þ h2ð Þ andΔE ¼ m2 � m1ð Þ2
2 h1 þ h2ð Þ : ð12Þ

In the expression, ΔE is the energy gain by the total
system (1 and 2) due solely to the alignment of chemical
potential of the two systems at the same value. It is
evident from the above expressions of ΔM and ΔE that
a guiding principle to predict the occurrence of an easier
charge transfer is a large difference in μ together with
low η1 and η2.

Keeping these aspects in mind, chemical potential (μ)
and chemical hardness (η) of the clusters are calculated.
The size variations of chemical potential and chemical
hardness are shown in Figs. 9 and 10 respectively.
Variations of these parameters also support the higher
stability of Ni4O cluster in neutral state. Variation of
chemical potential shows a relative minimum at n=4. It
means that the reaction affinity of this cluster is relatively
low compare to its surrounding sizes. Again the variation of
chemical hardness, shows a stable minimum nature of all
the sizes for n>2, which is another indication of non-
reactive nature of the cluster. Therefore the nature of
chemical potential and chemical hardness graphs support
the highest stability of the neutral Ni4O cluster.

To get an idea about the effect of the addition of oxygen
in the pure nickel clusters HOMO-LUMO of the ground
state structures at different sizes and geometries are shown
by using contour mapping in Fig. 1b in addition to the
resultant distribution of the total spin density. Comparing
the maps of pure and doped clusters, it can be seen that due
to addition of oxygen there is a drift of charge and spin
densities toward the nickel atoms. Therefore, in the contourFig. 7 Variation of ionization potential of NinO (n=1–6) clusters with n

Fig. 6 Variation of HOMO-LUMO gap of Nin and NinO (n=1–6)
clusters with n

Fig. 8 Variation of electron affinity of NinO (n=1–6) clusters with n
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maps the wavefunction representing the HOMO orbital or
in other words, electron density in the neighboring space of
oxygen atoms are comparatively less. The change of
electron density from HOMO-1 to HOMO and LUMO to
LUMO+ 1 are also studied (not shown in figure) in ground
state stable structures. It shows that the oxygen atom is able
to attract only a weak orbital charge density in its
surrounding space. Specially, in the most stable ground
state structure, Ni4O, the electron clouds mainly localizes
around Ni atoms while the distribution of electron density
around O atom is relatively low. This is indicating that the
orbital hybridization between Ni and O atoms is relatively
less than orbital hybridization between the Ni and Ni atoms in
the cluster. Therefore, the shapes of the HOMO and bonding
properties between bare Nin clusters and NinO clusters are
obviously different. Furthermore, the Ni-Ni bonding in the
bare Nin clusters is the localized σ -type bonds or partly
delocalized σ-type bonds while the bonding among Ni-Ni
atoms in the NinO clusters is completely delocalized σ-type
bonds. Consequently, the hybridization between Ni and O
atoms are responsible for the change of electronic properties
of Nin clusters after adsorbing O atom and it helps in
improving the stability of NinO clusters because of high
ionization potential, relatively high HOMO-LUMO gap,
less electron affinity and chemical potential.

Variations of calculated magnetic moments of pure and
doped clusters of the most stable structures are shown in
Fig. 11. It is important to mention here that the average
magnetic moment of the clusters changes discontinuously
with the size of clusters. This behavior of the magnetic

moments of the low energy small sized NinO clusters is
clearly indicating that the magnetic moments for the NinO
clusters are not stable in a particular size; it is very much
geometry dependent and this finding is analogous to those
of the reported Zrn clusters [55] as well as in transition
metal doped Na clusters [56]. Furthermore, the magnetic
moment is stable or in other words it is independent of
geometry of the stable isomers in Ni4O. Therefore, the
incoming oxygen does not have much effect on the
magnetic moment of the ground state of Ni4O clusters.
But the question is how the ten (eight from four nickel and
two from one oxygen atoms) electrons are accommodating
in the Ni4O ground state cluster so that the magnetic
moment of Ni4 cluster is not affected by addition of oxygen
and at the same time increased the chemical stability? The
answer can be given by Mulliken population charge and
spin density analysis. Mulliken charge analysis clearly
shows that out of ten electrons, six electrons take part in the
bonding orbital’s px, py and pz. Out of four remaining
electrons, two electrons go into the py

* orbital. One electron
goes into the majority spin level pz

* orbital, whereas the
down spin level orbital pz

* is empty. Since the nickel is
strongly ferromagnetic element, so the remaining one
electron goes into the lowest unoccupied spin minority
level. Again from the spin density analysis it is found that
the oxygen atom has positive magnetic moment in the Ni4O
cluster in quintet state. This is because of the splitting of
sub-bands originating from oxygen 2py and 2pz levels due
to ferromagnetism of nickel clusters.

Conclusions

In the present study a systematic investigation of the Nin and
NinO (n=1-6) clusters in various spin states are performed at
the unrestricted B3PW91/LanL2DZ level. Total optimized
energies, equilibrium geometries, and stabilities of NinO (n=
1-6) clusters along with the binding energy, embedding
energy, fragmentation energies, ionization potential, electron
affinity etc. are presented and discussed. Conclusions drawn
from the calculated results can be summarized as follows:

Fig. 11 Variation of magnetic moment of NinO (n=1–6) clusters with nFig. 10 Variation of chemical hardness of NinO (n=1–6) clusters with n

Fig. 9 Variation of chemical potential of NinO (n=1–6) clusters with n
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(1) The ground state geometry in NinO (n=1-6) clusters
show that the O atom prefers the surface capped Nin
pattern. The oxygen atom interacts with the three Ni
atoms in the most stable Ni4O cluster in the NinO series
in such a way that the stability of the cluster increases.

(2) The relative stabilities of NinO (n=1-6) clusters in
terms of different calculated parameters show that
Ni4O cluster is the most stable structure among all
small size (n<7) nickel and nickel oxide clusters.

(3) Calculated magnetic moments of small-sized NinO
clusters show that the magnetic moment is not stable
and it depends upon the geometrical structure of the
cluster in a particular size. Whereas, in the most stable
cluster Ni4O in Cs symmetry structure has the magnetic
moment of 5.0μB, which is the same as the most stable
pure Ni4 cluster. At this size the magnetic moment is
independent of the geometry of the cluster and also
negligible effect of addition of oxygen on it.

(4) Calculated HOMO-LUMO gaps indicate that the most
stable Ni4O cluster in quintet spin state has stronger
chemical stability as compared to the neighboring
sizes. The distribution of electron density of the
HOMO states for the most stable Ni4O cluster mainly
localizes around Ni atoms while the distribution
around O atom is relatively low. The shapes of the
HOMO and bonding properties between bare Nin
clusters and NinO clusters are obviously different. Our
calculated results on electron affinity, chemical poten-
tial etc. indicate that the incoming oxygen does not
have much effect on the magnetic property of Nin
clusters, but at the same time it helps in improving the
stability of the cluster after forming NinO.

Acknowledgments Gaussian 03 calculations were performed on the
cluster computing facility at HRI (Harish-Chandra Research Institute),
http://cluster.hri.res.in.
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Abstract The hydroboration of cyclopropane has been
investigated using the B3LYP density functional method
employing several split-valence basis sets. It is shown that
the reaction proceeds via an intermediate weakly bound
complex and a three-centered transition state. Calculations
at higher levels of theory were also performed at the
geometries optimized at the B3LYP level, but only slight
changes in the barriers were observed. Structural parameters
for the transition state are also reported.

Keywords Cyclopropane . Hydroboration . Intermediate
complex . Propylborane . Transition state

Introduction

The parent member of the set of hydrides of boron having
general formula BxHy, called boranes, is BH3, which is
itself called borane. It does not exist independently except
transiently and dimerises to give diborane, B2H6 [1] and
forms stable complexes with ether or amines. BH3 adds to
double bonds in steps; thus with ethylene C2H5BH2,
(C2H5)2BH and (C2H5)3B are formed. Treatment of
C2H5BH2 with hydrogen peroxide in alkaline medium
yields ethanol. This sequence of hydroboration and oxidation
converts alkenes to alcohols; it is extremely useful syntheti-
cally because of its selectivity. It results in syn-addition of
water to an alkene (Scheme 1) and is an anti-Morkownikoff
[2, 3] process where the hydroxy group attaches itself to the

less substituted carbon. The synthetic utility of the reaction
was originally discovered by Brown [4, 5].

Mechanism-wise, the addition of BH3 to alkenes was
generally understood to take place in a concerted manner,
with simultaneous bond-making and bond-breaking events,
but the calculations of Nagase et al. [6] and Wang et al. [7]
showed that BH3 forms a π-complex with ethylene, which
then goes on to form the adduct; hence the reaction is really
a two-step process. Further, they showed that the complex
has a triangular geometry and that the transition state in the
second step has a four-centered structure. On the other
hand, Seyferth [8] and Streitwieser [9] on stereochemical
grounds predicted a three-centered transition state. Later
work by Hommes et al. [10] supports the three-centered
transition state for alkene hydroboration.

Cyclopropane behaves like olefins in several instances;
for example, it undergoes addition reactions [11]. Graham
and stone [12] have shown that the gas-phase reaction of
cyclopropane and diborane results in several products
including tri-n-propyl borane. However, to our knowledge
there have been no reports of theoretical studies of the
hydroboration of cyclopropane. In the present paper, we
have reported the results of our investigations of the
reaction between cyclopropane and borane at DFT level
of theory.

Computational methods

All calculations have been performed on a PC running
WINDOWS using the Gaussian 98 [13] suite of programs.
The B3LYP hybrid density functional was used for
calculation at DFT [14] level using several split-valence
basis sets. The geometries of the reactants (BH3 and C3H6),
intermediate complex (LM1), transition state (TS) and the
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product (LM2) were optimized at this level of theory using
6-31G**, 6-31++G** [15–21], cc-pVDZ, cc-pVTZ and
AUG-cc-pVTZ [22–26] basis sets. The nature of each
stationary point was confirmed in each case by frequency
calculations; all the minima were verified to have all
positive frequencies and the transition state to have only
one imaginary frequency. MP2 [27–31] calculations were
also performed using the chosen basis sets for comparison
purposes. Single point (SP) calculations were also per-
formed at the geometries optimized at the B3LYP/6-31G**

Fig. 1 B3LYP/6-31G** opti-
mized geometries of the reactants
(BH3 and C3H6), complex (LM1),
transition state (TS) and product
(LM2). The energy values
(in kcal mol−1) relative to the
reactants (BH3 and C3H6) are
shown in parenthesis

Scheme 1 Syn-addition of water to an alkene by hydroboration-oxidation

Table 1 Optimized structural parameters (bond lengths in Å and
angles in degree) for the reactants, complex (LM1), transition state
(TS) and product (LM2)

BH3 C3H6 LM1 TS LM2

R(B1-H7) 1.19234 – 1.19194 1.21194 1.19723

R(B1-H8) 1.19233 – 1.19194 1.19976 1.19855

R(B1-H9) 1.19234 – 1.19271 1.21309 2.98101

R(C1-C3) – 1.50829 1.52619 1.99438 2.55284

R(C2-C3) – 1.50829 1.50946 1.50953 1.53748

R(C1-C2) – 1.50829 1.50546 1.50457 1.53197

R(C1-H1) – 1.08581 1.08468 1.08626 1.09484

R(C1-H2) – 1.08581 1.08494 1.08674 1.09631

R(C2-H3) – 1.08581 1.08562 1.50953 1.09745

R(C2-H4) – 1.08581 1.08551 1.09208 1.09777

R(C3-H5) – 1.08581 1.08494 1.08720 1.09999

R(C3-H6) – 1.08581 1.08468 1.08722 1.11015

R(B1-C1) – – 2.90515 1.85288 3.28006

R(B1-C3) – – 2.90518 1.81343 1.55917

R(C1-H9) – – 3.14961 2.06138 1.09643

∠ C1C2C3 – 60.000 60.913 82.857 112.546

∠ C2C3C1 – 60.000 59.543 48.465 33.658

∠ C3C1C2 – 60.000 59.543 48.678 33.796

∠ H7B1H9 119.999 – 119.869 90.570 137.381

∠ H8B1H9 120.001 – 119.869 113.955 71.811

∠ H8B1H7 120.000 – 119.907 115.724 118.086

∠ C2C3B1 – – 133.869 102.225 118.457

∠ C3B1H9 – – 90.473 131.991 68.653 Fig. 2 HOMOs of complex (LM1) and transition state (TS) for the
hydroboration of cyclopropane at B3LYP/6-31G** level of calculation
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level at the CCSD, CCSD(T) [32–36], QCISD, QCISD(T)
[36] and MP4D [22] levels to see if any significant change
in the energetics is observed.

Results and discussion

The geometries of the reactants (BH3 and C3H6), the
intermediate complex (LM1), the transition state (TS) and
product (LM2) optimized at the B3LYP/6-31G** level are
shown in Fig. 1. The optimized geometrical parameters for
these species are collected in Table 1. The predicted boron-
carbon (B1-C1 and B1-C3) distances of 2.905 Å and the C1-
C3 distance of 1.526 Å in the intermediate complex are

slightly higher than the values predicted for the corresponding
distances (2.828, 2.835 and 1.322 Å respectively) in the case
of the π-complex formed between BH3 and ethylene during
hydroboration of ethylene [6]. This suggests that the
complex is weakly bound in comparison with the complex
of borane with ethylene.

The transition state (TS) is a three-center one. The
distances corresponding to forming bonds (B1-C3 and C1-
H9, Table 1) are smaller than in the intermediate complex
(LM1). The B1C3C1H9 core in the transition state (TS) is
nearly planar in contrast to the nearly perpendicular
arrangement of the substrate relative to the B1-H9 axis
found in intermediate complex (LM1). The angle between
the line joining the boron (B1) to the midpoint of the C1-C3
bond and the breaking B1-H9 bond in the transition

Fig. 3 IRC plot for the transition state at the B3LYP/6-31G** level

Table 2 Unscaled vibrational frequencies of reactants (BH3 and
C3H6), intermediate complex (LM1), transition structure (TS) and the
addition product (LM2) at B3LYP/6-31G** level of calculation

Species Normal modes of vibrations ( cm−1)

BH3 1162, 1213, 1213, 2582, 2715, 2715

C3H6 739, 739, 862, 891, 892, 1065, 1065, 1088, 1157, 1217,
1218, 1223, 1486, 1486, 1535, 3140, 3140, 3147, 3217,
3217, 3237

LM1 47, 83, 106, 106, 363, 386, 756, 757, 858, 865, 893, 1053,
1075, 1093, 1140, 1167, 1208, 1209, 1215, 1216, 1223,
1485,1486, 1530, 2581, 2708, 2711, 3144, 3153, 3156,
3224, 3234, 3249

TS 390i, 84, 211, 410, 627, 662, 684, 752, 824, 962, 1002,
1029, 1052, 1083, 1142, 1154, 1176, 1202, 1245, 1269,
1295, 1461, 1477, 1519, 2453, 2463, 2593, 3083, 3123,
3132, 3140, 3210, 3222

LM2 125, 181, 231, 305, 392, 542, 776, 785, 905, 932, 981,
1056, 1099, 1126, 1223, 1250, 1289, 1365, 1377, 1417,
1429, 1505, 1514, 1521, 2588, 2658, 2935, 3028, 3031,
3034, 3063, 3101, 3001

Table 3 Total energies (in Hartree) at different levels and basis sets

Method BH3+C3H6 LM1 TS LM2

B3LYP/6-31G** −144.5194864 −144.5226268 −144.4781284 −144.5834724
B3LYP/cc-pVDZ −144.5074419 −144.5097716 −144.4673293 −144.5722806
B3LYP/6-311+
+G**

−144.5520729 −144.5538850 −144.5088965 −144.6141527

B3LYP/AUG-cc-
pVTZ

−144.5678575 −144.5695796 −144.5240755 −144.6284606

MP2/6-31G** −143.9833023 −143.9884832 −143.9363884 −144.0464528
MP2/cc-pVDZ −143.9742346 −143.9793004 −143.9321547 −144.0397117
MP2/6-311++G** −144.0336348 −144.0387580 −143.9909528 −144.0968889
aQCISD/6-31G** −144.0404988 −144.0446920 −143.9863016 −144.1036544
aQCISD(T)/6-
31G**

−144.0559733 −144.0609200 −144.0078051 −144.1194505

aMP4D/6-31G** −144.0458756 −144.0503929 −143.9937177 −144.1090801
aCCSD/6-31G** −144.0399797 −144.0441433 −143.9852795 −144.1030577
aCCSD(T)/6-
31G**

−144.0557719 −144.0606962 −144.0074457 −144.1192105

a Single point calculations on the B3LYP/6-31G** optimized geometries

Table 4 Relative energies (in kcal mol−1) at different levels and basis
sets

Method Reactants ΔELM 1 ΔETS ΔELM 2

B3LYP/6-31G** 0.00 −1.97 25.95 −40.15
B3LYP/cc-pVDZ 0.00 −1.46 25.17 −40.68
B3LYP/6-311++G** 0.00 −1.14 27.09 −38.95
B3LYP/AUG-cc-pVTZ 0.00 −1.08 27.47 −31.30
MP2/6-31G** 0.00 −3.25 29.43 −39.62
MP2/cc-pVDZ 0.00 −3.18 26.40 −41.08
MP2/6-311++G** 0.00 −3.21 26.78 −39.69
aQCISD/6-31G** 0.00 −2.63 34.00 −39.63
aQCISD(T)/6-31G** 0.00 −3.10 30.22 −39.83
aMP4D/6-31G** 0.00 −2.83 32.72 −39.66
aCCSD/6-31G** 0.00 −2.61 34.32 −39.58
aCCSD(T)/6-31G** 0.00 −3.09 30.32 −39.80

a Single point calculations on the B3LYP/6-31G** structures
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structure (TS) is nearly 88.5 degree, very close to the
expected value of 90 degree for a three-centered structure
[37]. The formation of the product propylborane (LM2)
from the transition state (TS) involves H9, originally
attached to the boron (B1) shifting closer to C1 and the
boron (B1) moving toward C3, the bond between C1 and C3
lengthening and ultimately breaking. The HOMOs of the
transition structure and the intermediate complex are shown
in Fig. 2 for visualization of electron density distribution. It
is seen that the electron distribution of cyclopropane is
largely intact in the complex, whereas there is a visible
degradation in the transition structure. Similar changes have
been reported for the π-bound ethylene-alane system [38].

IRC calculations have been performed and confirm that the
transition structure (TS) does fall on the path between the
complex (LM1) and the product (LM2). The IRC plot shown
in Fig. 3 shows the transition structure (TS) moving downhill
toward the complex (LM1) on one side and the product
(LM2) the other. Frequency calculations have been performed
on all stationary structures, and the results are shown in
Table 2. All positive frequencies are found for the stable
species (BH3, C3H6, LM1 and LM2) and one imaginary
frequency (390 cm−1) is observed in the case of TS.

The calculations have been performed also using cc-pVDZ,
6-311++G** and AUG-cc-pVTZ basis sets at B3LYP level,
and at MP2 level using 6-31G**, cc-pVDZ and 6-311++G**
basis sets. Single point calculations at QCISD, QCISD(T),
MP4D, CCSD and CCSD(T) levels have also been performed
on the structures optimized at the B3LYP level using the
6-31G** basis set. The total energies (in Hartree) and the
relative energies (in kcal mol−1) obtained are summarized in
Table 3 and Table 4 respectively.

The qualitative trends found strictly parallel those found
in the B3LYP/6-31G** calculations, thus confirming the
suitability of this DFT scheme for similar studies. We also
note that the MP2 energies of the complex (LM1) are
somewhat lower than in the other cases and the values show
less variability with the basis set chosen. These results
suggest an energy barrier less than 30.00 kcal mol−1,
making the reaction viable; however, no experimental
results are available for comparison.

Concluding remarks

In summary, we have studied the stationary structures
involved in the hydroboration of cyclopropane with borane.
Our study posits a three-centered transition state for this
reaction in contrast to most of the earlier studies on the
hydroboration of alkenes, which reported four-centered
transition state. It is also hoped that studies on reactions
involving cyclopropane and its derivatives with other
hydroboration reagents will clarify the situation.
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Abstract Tuberculosis (TB) is the major cause of human
mortality from a curable infectious disease, attacking
mainly in developing countries. Among targets identified
in Mycobacterium tuberculosis genome, enzymes of the
shikimate pathway deserve special attention, since they are
essential to the survival of the microorganism and absent in
mammals. The object of our study is shikimate kinase (SK),
the fifth enzyme of this pathway. We applied virtual
screening methods in order to identify new potential
inhibitors for this enzyme. In this work we employed
MOLDOCK program in all molecular docking simulations.
Accuracy of enzyme-ligand docking was validated on a set
of 12 SK-ligand complexes for which crystallographic
structures were available, generating root-mean square
deviations below 2.0 Å. Application of this protocol against
a commercially available database allowed identification of
new molecules with potential to become drugs against TB.
Besides, we have identified the binding cavity residues that
are essential to intermolecular interactions of this enzyme.

Keywords Molecular docking . Shikimate kinase .

Shikimate pathway . Tuberculosis . Virtual screening

Introduction

Tuberculosis (TB) is the most important cause of human
death from a curable infectious disease. It is estimated that,
worldwide, one hundred million people are infected
annually and about ten million develop the disease, with
five million of those progressing to an infectious stage,
culminating with approximately three million deaths.
According to the World Health Organization [1], the overall
incidence of TB increases approximately 0.3% per year.
The resurgence of this health problem occurred mainly
due to the proliferation of multi (MDR-TB), extensively
(XDR-TB), and recently, totally-drug (TDR-TB) resistant
Mt strains. Besides, the high susceptibility of HIV/AIDS
infected patients to TB is also a health problem.
Therefore, there is an urgent need for the discovery and
development of new and better drugs for the TB
treatment [2].

Enzymes of the shikimate pathway (SP) are promising
targets for the development of antimicrobial agents [3] and
herbicides [4], because they are essential to the survival of
algae, higher plants, bacteria, fungi, apicomplexan parasites
and absent in mammals [5]. It is a seven-step biosynthetic
route that converts erythrose 4-phosphate to chorismate, a
precursor of aromatic amino acids and many other essential
compounds [6].

The object of our study is the fifth enzyme of the SP,
shikimate kinase (SK) (EC 2.7.1.71), which catalyzes the
specific phosphorylation of the 3-hydroxy group of shiki-
mate using ATP as a co-substrate resulting in shikimate-3-
phosphate and ADP [7, 8]. This enzyme is an established
target against Mt, since Parish and Stoeker demonstrated
that the SP is essential for the viability of Mt due to the
disruption of the aroK gene, which codes for the SK
enzyme [9].
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SK is a member of the nucleoside monophosphate
kinases (NMP kinases) family, which suffer large confor-
mational changes during catalysis (Fig. 1) [10]. The
enzymes of this family are composed of three domains:
the CORE, which contains a highly conserved phosphate-
binding loop (P-loop), the LID domain, which undergoes
substantial structural changes upon substrate binding, and
the NMP-binding domain which is responsible for the
recognition and binding of a specific substrate [11].

Drugs are usually discovered by trial and error by means
of high-throughput screening approaches that use in vitro
experiments to evaluate the activity of a large number of
compounds against a known target. This procedure is very
costly and time-consuming. If crystallographic information
is available for the protein target, then molecular docking
simulations can be a helpful computational approach in the
drug-discovery process [12]. Molecular docking is a
simulation method that predicts the conformation of a
receptor-ligand complex, in which the receptor can be
either a protein or a nucleic acid, and the ligand is a small
molecule. This computer simulation can generate many
possible positions for the ligand in the receptor-binding
pocket. Therefore, a criterion is necessary that will allow
comparisons of all possible positions of the ligand, and then
a selection can be made for the best position.

Our goal here is to find potential inhibitors against
shikimate kinase from Mycobacterium tuberculosis MtSK
using virtual screening (VS). VS can decrease costs and
improve hits rates for lead discovery. For this, we used the
MtSK structure [13] as a target for the molecular docking
simulations with MOLDOCK [14]. Our docking protocol
was validated against an ensemble of 12 crystallographic
structures available for complexes of MtSK. The VS was
validated by inclusion of a known SK inhibitor in the small-
molecule database with over 4500 structures. We describe
the results obtained in terms of the MOLDOCK scores,
modes of interaction and discuss the importance of the
active site residues in the ligand binding process.

Materials and methods

Molecular docking simulations

One of the fundamental questions in structural biology is
the study of protein-ligand interactions, particularly
considering the pharmacological applications of such
study in the design of drugs based on structure [15]. To
simulate the interaction of MtSK with a library of ligands,
we used the MOLDOCK program [14], an implementation
of a variant of the evolutionary algorithm (EA). Recent
evaluation of MOLDOCK strongly indicates that it is
capable of finding the right position of a ligand.
Furthermore, MOLDOCK exhibits better overall perfor-
mance compared with SURFLEX, FLEXX, and GOLD
[14]. In the present work, all simulations were performed
in an iMac (Intel Processor Core 2 Duo, 2.66 GHz, 2 GB
SDRAM DDR3 1066 MHz).

Re-docking and cross-docking

In molecular docking simulations, the best binary
complex (protein-ligand) is the one closer to the
crystallographic structure. For that reason we must
establish a methodology that assesses the distance from
the computer-generated solution (pose) to the crystallo-
graphic structure. This distance can be calculated using
the root-mean-square deviation (RMSD), which is a
measure of the differences between values predicted by
a model and the values actually observed from the object
being modeled or estimated (protein-ligand complex).
The RMSD is calculated between two sets of atomic
coordinates, in this case, one for the crystallographic
structure (xctal, yctal, zctal; the object being modeled) and
another for the atomic coordinates obtained from the
docking simulations (xpose, ypose, zpose; predicted model).
A summation is then taken over all N atoms being
compared, using the following equation:

RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

i¼1

ðxctal;i � xpose;iÞ2 þ ðyctal;i � ypose;iÞ2 þ ðzctal;i � zpose;iÞ2
vuut : ð1Þ

In docking simulations, it is expected that the best results
generate RMSD values less than 2.0 Å compared with
crystallographic structures [16]. This procedure of obtain-
ing the crystallographic position of the ligand is often called
“re-docking,” which is fundamentally a validation method
that determines whether the molecular docking algorithm is
able to recover the crystallographic position using computer

simulation. In this work, all RMSD calculations were
calculated for non-hydrogen atoms.

In order to validate our docking protocol, we used the SK
crystallographic coordinates available at the protein data bank
(PDB), under the access code 2DFN [13]. We performed the
docking simulation against the active site of MtSK and
compared the docked poses with the crystallographic
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structure. We used the MOLDOCK default protocol with
center at coordinates x=(−15.23), y=(−14.38), and z=
(14.88) Å, and a docking sphere radius of 9 Å. Figure 2
shows the docking sphere used in the simulations.

In the implementation of EA in MOLDOCK, computa-
tional approximations of an evolution course, called genetic
operators, are applied to simulate the permanence of the
most positive features. In a sample space, where there is a
problem or a search routine and many different possible
solutions (candidates), each option is ranked based on a set
of parameters (scoring function or fitness function), and
only the best ranked solutions are kept for the next iteration.
This cycle is repeated until an optimal solution can be
found. In the molecular docking simulations, the optimal
solution is the one with the best scoring function, which
should be the closest to the crystallographic structure.
MOLDOCK presents two biological inspired algorithms to
perform positional searches in docking simulations. One is

called the optimizer search algorithm (MOLDOCK
Optimizer), which is based on an GDEA [14]. The
second is a simplex evolution algorithm (SE) called
MOLDOCK SE. GDEA is based on an EA adjustment
called differential evolution (DE), which provides a
distinct method for selecting and modifying candidate
solutions (individuals). We used MOLDOCK Optimizer as
search algorithm.

In addition to re-docking, a procedure called “cross-
docking” can also be used to further validate a docking
protocol. Considering that several crystallographic struc-
tures are available for the same protein, cross-docking can
be applied. This procedure involves docking a number of
ligands found in a variety of crystal structures of a protein
identical to a single rigid protein crystallographic confor-
mation [17]. When a protein target presents major confor-
mational changes upon ligand binding, a significant
difference is expected between the crystallographic and
docked structures. We identified 12 MtSK structures in
PDB with ligands in the shikimate-binding site ( PDB
access codes: 2DFN, 1U8A, 1WE2, 1ZYU, 2G1K, 2IYQ,
2IYR, 2IYS, 2IYX, 2IYY, 2IYZ, and 3BAF). This search
was performed on February, 24th 2011. This validation
procedures, re-docking and cross-docking, is the initial
stage of a virtual screening protocol (phase 1) described in
the next sections.

Virtual screening

Our virtual screening (VS) protocol is divided in four
phases as shown in Fig. 3. Phase 1 is focused on selection
and validation of a docking protocol, as described earlier in
the section re-docking and cross-docking. Phase 1 ends
when an adequate protocol is found (selection criterion
RMSD<2.0 Å). It should be pointed out that the RMSD
criterion is dependent on the number of torsion angles, and
a less demanding criterion may be adopted for re-docking
of a ligand with a number of torsion angles higher than 10
[14]. Once a docking protocol is chosen we select a small-
molecule database to be used in the screening (phase 2).
Here we used a ligand library commercially obtainable at
Acros Organics. The ligands (mol2 format) were down-
loaded from http://zinc.dock.org [18], with a total of 4579
small molecules. In addition to commercially oriented
databases the ZINC database also provides an interface to
build small-molecule databases based on molecular simi-
larity, such as Tanimoto coefficient [19, 20].

In phase 3, we start docking simulations for each ligand
present in the selected database. MOLDOCK program is
the workhorse of the present protocol. It was used in all
docking simulations described here. During a typical
docking simulation several orientations can be obtained
for each ligand. Here we selected the one with the lowest

Fig. 2 Search space sphere (green) defined for molecular docking
simulations

Fig. 1 Structure of shikimate kinase in complex with ADP and
shikimate (PDB access code: 2DFN)
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scoring function. The scoring function used by MOLDOCK
improves accuracy of scoring functions with a new
hydrogen bonding term and new charge schemes. Four
scoring functions are implemented in the MOLDOCK,
including MOLDOCK score and PLANTS score [14, 21].
These two functions offer grid-based versions, in which
hydrogen bond directionality is not considered. In the
present protocol we employed grid-based MOLDOCK
score since it offers approximately four-fold greater speed
by performing a precalculation of potential-energy values
on an equally spaced cubic grid.

The MOLDOCK score is based on the piecewise linear
potential (PLP) scoring functions developed by Yang et al.
[22, 23]. The docking scoring function EMOLDOCK SCORE is
defined as the following:

EMOLDOCK SCORE ¼ EIntramol þ Eintermol; ð2Þ
where Eintermol is the intermolecular interaction energy:

Eintermol ¼
X

i2ligand

X

j2protein
332

qiqj
Drij

þ EPLPðrijÞ
� �

: ð3Þ

All non-hydrogen atoms in the ligand and protein are
taken in the summation. The first term accounts for
electrostatic interactions, in which the factor 332 is used
to obtain energy in kJ mol−1. D represents the dielectric
constant, which is the following: D=4rij. The second term
(EPLP) is a PLP, described elsewhere [22, 23]. To ensure
that no energy term can be superior to the clash penalty, the
electrostatic term is cut off at a level equivalent to the
distance of 2.0 Å for distances less than 2.0 Å.

Intramolecular energy is given by the following
equation:

Eintramol ¼ Epenalty þ
X

i2ligand

X

j2ligand
EPLPðrijÞ

þ
X

singlebonds

A 1� cos n8�80ð Þ½ �: ð4Þ

The term Epenalty is a penalty energy to be added to
Eintramol when two non-bonded atoms are closer than 2 Å
(for non-hydrogen atoms). This term avoids unrealistic
molecular topologies for the ligands. The second term is a
PLP, already mentioned [22, 23]. The last term accounts
for torsion energy, which is expressed as a periodic
function. In this term, A, n, and fo are empirically
determined [22, 23]. MOLDOCK defines a limiting sphere
where the search is focused. If a ligand non-hydrogen
atom is positioned outside this limiting sphere (the search
space sphere), then a constant penalty of 10000 is added to
the total energy (implemented for the grid-based version of
the MOLDOCK score).

After identification of potential inhibitors by molecular
docking simulations, the best scored ligands were submitted
to the web server FAF-Drugs [24], in order to assess
physical-chemical properties (phase 4). These are key
properties that need to be considered in early stages of the
drug discovery process, and FAF-Drugs allows users to
filter molecules via simple rules such as molecular weight,
polar surface area, logP and number of rotatable bonds. The
ligands were filtered following the Lipinski’s rule of five
(RO5). RO5 advocates that drugs which present oral

Fig. 3 Flowchart of virtual
screening process
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bioavailability, in general, follow: molecular weight less or
equal to 500, LogP less or equal to 5, number of hydrogen
bond donor groups less or equal to 5 and number of
hydrogen bond acceptor groups less or equal to 10 [25].

In addition to the 4579 small molecules present in the
Acros database we added staurosporine (PubChem Com-
pound Identification: CID 44259) to the database to be used
in the VS. This molecule has been already tested directly on
MtSK [26]. This addition allows testing whether this VS
protocol is able to identify SK inhibitors present in a
database with over 4,500 ligands.

Enrichment factor

In order to further validate the present VS protocol we
calculated the enrichment factor (EF), which takes into
account the improvement of the hit rate by a VS protocol
compared to a random selection. EF is defined by the
following equation,

EF ¼ Ha=Ht

A=N
ð5Þ

where Ha is the number of active compounds in the Ht top-
ranked compounds of a total database of N compounds of
which A are active [27, 28]. Successfully VS implies EF >>1.
For this validation simulation, a sub-set of a previously
described kinase decoy database (containing 627 mole-
cules) was spiked with the four known MtSK inhibitors
(A=4) [26]. This database for MtSK decoys and active
MtSK inhibitors is available for downloading at: http://
azevedolab.dominiotemporario.com/doc/mtsk_decoys_set.zip.

Results and discussion

Docking and cross-docking

Re-docking simulations (phase 1 of the VS protocol) using
the structure 2DFN generated an RMSD of 1.6 Å. In
addition, cross-docking simulations generated RMSD rang-
ing from 1 to 2 Å further validating the present docking
protocol. These two tests indicated that the docking
simulation was successful, and that the protocol is good
enough to be used for the virtual screening process.

Virtual screening

VS uses computational methodologies to identify biologi-
cally active molecules against a specific protein target. Two
main methodologies are used in VS. Methods that search
for similarity to validated ligands and molecular docking
methods that require the use of crystallographic information

of the target. Here we made use of the second approach. VS
studies performed by other research groups have been
previously published on the identification of MtSK inhib-
itors as antitubercular drugs by similar molecular docking
procedures [29, 30]. Nevertheless, very limited information
(experimental data) on the direct effect of these compounds
on MtSK is yet available. The novelty of the present work
relays on the method used in the VS and the selection of
compounds according to their pharmacological properties.
The VS simulations were carried out using the MOLDOCK
program, having as target the MtSK (PDB access code
2DFN). The ligand library comprises 4580 molecules
(Across database plus staurosporine). Addition of a known
SK inhibitor allows testing the accuracy of the present
protocol.

After docking simulations, we selected 20 top-scoring
compounds from the initial set of 4580 compounds
(selection based on MOLDOCK score). Staurosporine was
present in the 20 top-scoring compounds obtained in the
VS, with MOLDOCK score of −144.168. Identification of a
known SK inhibitor among the best VS results gives further
validation for this VS protocol. These 20 potential
inhibitors were submitted to filter tests, available at the
web server FAF-Drugs [24], to exclude those compounds
that have known undesirable physical-chemical features to
oral bioavailability. We could have applied this filter
analysis previous to docking simulations, since it would
reduce simulation time. Nevertheless, we kept filtering
analysis after docking simulation, since the MOLDOCK
protocol was fast enough to be run in less than a week of
CPU time of an iMac (Intel Processor Core 2 Duo,
2.66 GHz, 2 GB SDRAM DDR3 1066 MHz). In addition,
application of filtering analysis previous to docking
simulations could eliminate candidates that fail to filtering
analysis but present promising MOLDOCK score, which
could have toxicity reduced by small modification in the
structure.

Especially interesting is the fact that staurosporine is a
well-known cyclin-dependent kinase (CDK) inhibitor that
has a plethora of structural and functional studies [31–35].
Staurosporine is non-selective and too toxic for use in
therapy, but UCN-01, a hydroxylated form of staurosporine
(7-hydroxystaurosporine), shows greater selectivity for
CDK and is currently undergoing clinical trials in the
United States and Japan [33]. This opens new possibilities
to test new molecular moieties as potential SK inhibitors,
the CDK inhibitors that have already shown low toxic
effects make a promising dataset to be explored as potential
SK inhibitors.

The FAF-Drugs parameters used were those of the
Lipinski's role of five [25]. From the set with 20 selected
molecules, nine fit the Lipinski’s role of five, which
includes stauorosporine. Figures 4a–i show the molecular
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Fig. 4 Molecular structures of
the top-scoring compounds
identified in the VS protocol. a)
Staurosporine. b)
ZINC15707201. c)
ZINC20462780. d)
ZINC15707234. e)
ZINC15675581. f)
ZINC15707188. g)
ZINC22936889. h)
ZINC20464408. i)
ZINC22936937
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structures for all nine ligands. Since staurosporine is
already a known SK inhibitor we excluded it from the rest
of the analysis. Staurosporine was included only to test the
VS protocol. The selected ligands are shown in Table 1.
The MOLDOCK scores for these eight molecules ranging
from −144.208 to −151.943. All eight ligands show
MOLDOCK scores better than staurosporine.

Enrichment factor

The complete database used to calculate the EF contains
627 decoys and four active molecules (N=631). After
application of the present VS protocol against this database,
six molecules (Ht=6) were retrieved as hits (0.95% of the
database). Among these hits, two molecules were known
MtSK inhibitors (Ha=2) [26]. Thus, the enrichment factor
was found to be 52.6, indicating that it is 52.6 times more
likely to pick an active compound from the database than
an inactive one. Previously published benchmarking sets
for molecular docking of kinases exhibited EF ranging from
1.2 to 54, indicating that the present VS protocol is
adequate for our purposes.

Intermolecular interactions

In order to better understand the interactions of these eight
molecules with MtSK, we used the program LIGPLOT [36]
to access the atoms of both, the small molecules and the
protein ones that are responsible to make hydrogen bonds
and van der Waals contacts. A comparison among the
MOLDOCK score values obtained for these ligands, is not
enough yet to predict activity, since in vitro assays are
necessary to conclude this. Therefore it is not possible to
say that the selected compounds, the ones with the best
MOLDOCK scores, would be the most potent ones. We
could observe, only, that among the selected compounds
the best scores mean a greater potential to interact with the
shikimate-binding cavity.

The docking simulation results corroborate the impor-
tance of some shikimate-active site residues as responsible

to establish intermolecular interactions with the substrate as
well as with the tested ligands. The binding of shikimate to
its cavity, presents pivotal residues that make protein-ligand
interactions possible, as shown in Fig. 5. These residues are
essential to the ligand binding and, finally, to the reaction
catalyzed by the enzyme. The SK residues that perform
intermolecular hydrogen bonds (HB) with the shikimate
are: Gly80, Arg136 and Arg58. SK makes van der Waal
contacts with residues: Ile45, Asp34, Pro11, Pro118, Gly79,
Phe57, Leu119 and Gly81.

Information about intermolecular interactions for all
eight top-scoring compounds is summarized in Table 2.
Analysis of shikimate-binding site indicated that all top-
scoring compounds present interaction with residues Lys15,
Ser16 and Arg117. Figure 6 shows the intermolecular
interactions for the top-scoring compound (ligand 1,
ZINC15707201). This figure is representative of the
positioning of all top-scoring compounds in the shikimate-
binding pocket. Ligands 1, 2, 4, 5, 6 and 8 highlight the
presence of residue Val116, suggesting it is also relevant to

Fig. 5 Shikimate-binding pocket with main residues found in
intermolecular interactions with shikimate

Table 1 Physical-chemical properties of ligands that fitted the Lipinki's role of five after analysis by FAF-Drugs

Ligand ZINC code Molecular weight (Da) Number of HB acceptors Number of HB donnors LogP

1 15707201 423.3 10 1 0.82

2 20462780 485.3 10 4 -0.3

3 15707234 428.3 8 0 2.62

4 15675581 460.3 9 2 1.57

5 15707188 490.8 10 1 2.61

6 22936889 471.3 8 3 1.27

7 20464408 373.2 9 2 1.5

8 22936937 469.3 7 3 2.54
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molecular docking studies focused on MtSK were able to
identify intermolecular molecular interactions with the
same residues [29, 30], further corroborating the pivotal

Especially interesting is the fact that these previous
molecular docking studies analyzed completely different
molecular moieties, such as dipeptides (arginine-aspartate/

Fig. 6 Shikimate-binding
pocket with main residues found
in intermolecular interactions
with the top-scoring compound
(ZINC15707201)
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intermolecular interactions. Two previously published importance of these residues for ligand-binding affinity.

Table 2 Intermolecular interactions for the top-scoring ligands selected in the VS procedure. The presence of an X indicates that the interaction
occurs. HB means hydrogen bonds and VDW means van der Waals contacts

Resídues Ligands

HB Zinc15675581 Zinc15707188 Zinc15707201 Zinc15707234 Zinc20462780 Zinc20464408 Zinc22936889 Zinc22936937

Gly12 X

Ser13 X

Gly14 X

Lys15 X X X X X X

Ser16 X X X

Thr17 X X X X

Asp32 X X

Asp34 X X X

Leu78 X

Arg117 X X X X X

Leu119 X X X X X

VDW

Leu10 X

Gly12 X X X X X

Gly14 X X X X X X X

Lys15 X X

Ser16 X X X X X

Thr17 X X X X

Val35 X

Gly38 X X

Phe49 X X X X X X

Arg58 X X

Gly80 X

Val116 X X X X X X

Arg117 X X X



lysine-aspartate) [30] and triazole/tetrazole heteroaromatic
systems [29]. These molecular structures were not present
in the database used in the present study.

Conclusions

Advanced molecular docking algorithms available nowa-
days make it possible to undertake larger virtual screening
studies focused on small-molecules libraries up to millions
of compounds. Here we described an efficient molecular
docking protocol, which was able to recover crystallo-
graphic position of a ligand present in the active site of the
SK. Re-docking and cross-docking simulations generated
RMSD results below 2 Å. The virtual screening protocol
was able to confirm a known SK inhibitor, staurosporine, as
a top-scoring compound and presents an enrichment factor
of 52.6. Furthermore, the present work indicates new
molecules with the potential to become drugs against TB.
Besides, we identified the MtSK binding-cavity residues
that are essential to make possible the interactions of this
enzyme with a variety of molecules. Analysis of the top-
scoring compounds also indicates that MtSK has the ability
to bind a variety of molecular moieties not previously
identified.
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Abstract This work is focused in three topical subjects:
intermolecular interactions, metal ions, and aromaticity. A
comprehensive MP2/6-31+G* and B3LYP/6-31+G* study
of the influence of cation-π interactions on the aromatic
character of phosphole was conducted. For this purpose, the
structures of complexes were optimized at both theoretical
level and different magnetic properties were evaluated. The
main conclusion is the increase of the aromatic character of
the phosphole when complexes with Li+, Be2+, and Al3+ are
formed.

Keywords Aromaticity . Cation-π interactions . DFT
calculations .Magnetic properties . MP2 calculations .

Phospholes

Introduction

Intermolecular interactions with aromatic rings are crucial in a
variety of chemical and biological processes. The study of
fundamental intermolecular interactions and new types of
interaction is essential for the design of drugs and other
functional materials as well as for understanding cluster
formation. The interaction involving aromatic systems is

usually one of the following three types: cation-π, π-π
or X-H-π.

The importance of metal ions is now an irrefutable reality.
So their role has been clearly established in the regulation of
enzymatic activity, and in function, folding, and stability of
biological systems [1–4]. The interest of cation-π interactions
was recognized in biological systems, and in the design of
organic nanotubes or biological receptor models [5, 6].
Recently, different experimental and theoretical studies have
tried to understand the cation-π interactions. The main
conclusion of these studies was that the cation-π interac-
tions are the strongest noncovalent interactions with high
complexation energies [7–10]. Many of these studies were
carried out on aromatic systems as benzene, pyrrole and
aromatic amino acid residues [11–14].

This work is a computational study of the interaction
between Li+, Be2+, and Al3+ with phosphole. While about a
dozen crystal structures with Li+ and Na+ bounded to
phosphorus systems are known [15–17], the metal ion binding
to phospholes has not been widely studied. In this sense, only
a computational study has been found. In this recent study, the
authors have analyzed the σ and π complexation energies of
various heteroaromatic systems with Li+, Na+, K+, Mg2+, and
Ca2+ [18]. Their main objectives were the relative strength of
σ and π binding modes and the regioselectivity of metal ion
binding. The authors found that the strongest π complex
among the five-membered heteroatomic cycles was that of
pyrrole with all the metals except with Mg2+.

The backbone of classical heterocyclic chemistry is
fundamentally formed by five-membered heterocycles such
as pyrroles, furans, and thiophenes together with six-
membered pyridines. Their chemistry has been continuously
developed reaching huge proportions. These molecules have
an essential role in biological chemistry and a recent interest in
applied chemistry (for example, doped films of polypyrrole
have electroconducting properties). However, the chemistry
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of phospholes has been underdeveloped when compared to its
nitrogen, oxygen, and sulfur counterparts. In fact, the first
phosphole was discovered as late as 1959 [19, 20].

The aromaticity of the phosphole and its derivatives has
been one of their most analysed properties [21]. The
potential aromaticity of phosphole was discussed after its
first practically applicable synthesis [22, 23] was reported
in the 1960s. In different reviews the nonaromatic behavior
of phospole was indicated [24–26]. This fact was explained
in basis to the pyramidal preference of tricoordinate
phosphorous in its compounds [27].

The planarity of the tricoordinate phosphorous can be
influenced by substituents. In this sense, several cases have
been studied: π-acceptor groups either at phosphorus or at
the neighboring carbon [28, 29], bulky substituents at
phosphorus [30–32], etc.

So, the effect of the complexation with metal cations on
the aromaticity of phosphole seems a very interesting aim.
As the aromaticity of phospholes has been interpreted in
function of the pyramidality of the corresponding com-
pound [21], the effect of complexation in this pyramidality
have also been analyzed. These two important facts have
not been studied in previous works.

Several studies have analyzed the possibility of increas-
ing the aromaticity of phosphole with the inclusion of
substituents that planarizes its structure. So, the effect of π-
acceptor groups either at phosphorus or at the neighboring
carbon have been studied [29, 33]. In this sense, the 1,2-
BH2-5-NH2-phosphole has been employed in this work in
order to compare the effect of this type of substituents and
the complexation with cations.

Originally, the concept of aromaticity [34] was intro-
duced to rationalize the structure, stability, and reactivity of
benzene and related organic compounds. However, in the

last decades, the boundaries of aromaticity have been
extended to new areas of chemistry and to a large list of
highly diverse species, which were unimaginable some
decades ago. Although very useful, “delocalization” and
“aromaticity” are virtual concepts, which cannot be
measured directly experimentally. Consequently, many
evaluation and visualization methods have been devised.
In this paper, we have employed the magnetic properties in
order to evaluate the aromatic character.

It is well known that aromatization affects magnetic
properties such as magnetic susceptibility and its anisotro-
py, leading to especially negative values for such properties
[35–37]. These magnitudes are global properties, which can
be affected by parts of the molecule not directly implicated
in the aromaticity. To avoid this problem, the nucleus
independent chemical shift (NICS) proposed by Schleyer et
al. is very useful. The NICS is defined as the negative of
the magnetic shielding [38] and it can be evaluated at any
point of the molecule, exhibiting very negatives values in
the center of aromatic rings.

The anisotropy of the current-induced density (ACID) is
a new method based on magnetic properties and developed
by Herges and Geuenich [39]. This method allows the
visualization of the ring current formed when a magnetic
field is applied and allows us to study the electronic
delocalization in molecules [40, 41].

Computational details

Geometries were optimized at the density functional
theory (specifically, the Becke3LYP functional [42, 43])
level or Möller-Plesset perturbation level with the inclu-
sion of energy corrections through second-order (MP2)

Fig. 1 The studied structures
obtained at B3LYP level
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with the 6-31+G* basis set. All points were confirmed as
minima or transition states by calculating the harmonic vibra-
tional frequencies at B3LYP/6-31+G* and MP2/6-31+G*
levels, using analytical second derivatives. The pyrami-
dal structures turned out to be minima and the planar
structures are transition states (except for the phosphole-
Al3+ planar structure which is a minimum at MP2 theory
level).

The different possibilities for the complexes are considered
(metal cation joined to phosphorous atom and cation-π cloud
interaction in the two faces of the molecule).

The magnetic properties, nucleus-independent chemical
shift (NICS), magnetic susceptibility (χ) and magnetic
susceptibility anisotropy (χanis) were calculated. In the
magnetic susceptibility calculations, the NMR shielding
tensors have been computed with a larger basis set (6-311+
G(2d,p)). In order to obtain the NICS at B3LYP/6-31+G*
level, we have employed the gauge-independent atomic
orbital (GIAO) method [44] but this method does not
provide information about magnetic susceptibility, so χ,
and χanis were calculated using the IGAIM (Individual
Gauges for Atoms in Molecules) method [45, 46], which is
a slight variation of the continuous set of gauge trans-
formations (CSCT) method [45–47]. Finally, CSGT method
at B3LYP/6-31+G* level of theory was employed in ACID
calculations, carried out with the program supplied by
Herges and Geuenich [39].

All calculations were performed with the Gaussian98
[48] and Gassian03 [49] software packages.

Results and discussion

Structures

The different possibilities for the interaction between
phosphole and the three metal cations have been analyzed.
In all cases the more stable complexes were those obtained
by the interaction between the π cloud of the phosphole and
the cations in agreement with previous work [15–17]. For
this interaction the two faces of the phosphole are
accessible but the most favorable interaction is with the
face where the hydrogen atom is placed (Fig. 1).

When the aromatic character of phospholes is analyzed,
one of the most important points is the inversion barrier.
This is one of the reasons why the planar structures for
these complexes were studied. In all cases these structures
turned out to be transition states as in the phosphole case,
except for the phosphole-Al3+ planar structure which is a
minimum at MP2 theory level.

The other reason to obtain the planar structures is based on
an intrinsic problem when aromaticity is discussed. The
magnetic properties (mean susceptibility, anisotropy of the
susceptibility and nucleus independent shift, NICS) are used
in order to indicate the aromatic character. High negatives
values for these properties means aromatic character, but a
model system is necessary in order to decide how high
(aromatic) the value is. So, we think that the comparison of the
values of these properties in the complexes and in their planar
structures may be a good idea.

Table 1 Pyramidality in degrees, inversion barriers in kcal mol-1 (the values in parenthesis are corrected with ZPE) and distance cation-center in
Å for the studied structures

Phosphole Li+-phosphole Be2+-phosphole Al3+-phosphole 1,2-BH2-5-NH2-phosphole

ΣCPX B3LYP 292.9 301.8 320.1 332.8 332.5

MP2 307.7 327.9 337.7 330.9

Inversion barrier B3LYP 18.65 (18.16) 11.09 (10.65) 7.57 (6.94) 3.28 (2.80) 0.90 (0.95)

MP2 16.47 (15.76) 8.63 (8.15) 7.16 (6.43) 4.20 (3.65) 1.86 (1.48)

Distance cation-center pyram. planar pyram. planar pyram. planar

B3LYP 1.966 1.975 1.398 1.445 1.757 1.780

MP2 1.998 2.014 1.392 1.434 1.750 1.769

Table 2 Magnetic properties for the DFT-optimized structures

Phosphole Li+-phosphole Be2+-phosphole Al3+-phosphole 1,2-BH2-5-NH2-phosphole

pyram. planar pyram. planar pyram. planar pyram. planar pyram. planar

χ -51.23 -59.42 -54.48 -60.60 -51.85 -53.35 -31.27 -24.73 -66.12 -68.32

χanis -42.04 -52.84 -44.23 -49.20 -53.90 -51.84 -88.04 -96.93 -51.56 -54.60

NICS (0) -5.44 -16.66 -7.52 -15.24 -13.35 -15.42 4.80 10.41 -6.04 -6.24

NICS (1) -5.62 -10.60 -7.44 -10.42 -9.88 -10.07 -4.94 -3.21 -5.49 -5.29
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Table 1 shows the pyramidality at the tricoordinate
phosphorous atom (measured by the sum of the bond
angles around the P-H group ΣCPX), the inversion barrier
and distance of the metal cation to center of phosphole
molecule in the analyzed structures at B3LYP/6-31+G* and
MP2/6-31+G* levels of theory. The results at B3LYP and
MP2 level are quite similar: the distances metal cation-
center of phosphole are practically the same; the MP2
structures are, in general, more planar than the B3LYP
structures but this fact is general when structures at DFT
and MP2 level are compared; the inversion barriers follow
the same pattern.

Two points are necessary to stand out: a) the pyrami-
dality of phosphole is reduced with complexation and b) the
inversion barrier is also reduced. In both cases the effect
increases from Li+ to Al3+. In this table, the results for the
1,2-BH2-5-NH2-phosphole are also presented as compari-
son. In this case, with a planarity very similar to Al3+-
phosphole, the inversion barrier is rather low. This point
indicates the importance of taking into account that not
only pyramidality has an influence on the study of the
aromaticity of phosphole and derivatives.

With regard to distances between center of phosphole
moiety and cations, the longer values are for Li+ cation and
the shorter distances are for Be2+. In all cases, the distances
in the pyramidal and planar structures are very similar.

Magnetic properties and aromaticity

Susceptibility, anisotropy of susceptibility and NICS are
calculated for phosphole and complex with cations. It is well
know that aromatization affects magnetic properties such as
magnetic susceptibility and its anisotropy, leading to specially

negative values for such properties [35–37]. The obtained
values for these properties are collected in Table 2 (values for
the DFT-optimized structures) and Table 3 (values for the
MP2-optimized structures). The NICS values are obtained in
the geometric center of the phosphole moiety. NICS values
at points in the ring plane (NICS(0)) contain important
spurious contributions from the in-plane tensor components
that are not related to aromaticity as Schleyer has indicated
[50]. For this reason, NICS(1) and NICS(−1) values (1Å
above/below the plane of the ring) are shown in Table 1.
These values reflect π effects and they are a better indicator
of the ring current than values in ring plane, because at 1Å

Phosphole Li+-phosphole Be2+-phosphole Al3+-phosphole

pyram. planar pyram. planar pyram. planar pyram. planar

χ -51.69 -59.47 -55.03 -60.46 -52.30 -53.35 -30.97 -25.54

χanis -43.76 -53.22 -46.03 -49.47 -54.19 -51.92 -89.92 -96.31

NICS (0) -6.29 -16.84 -9.62 -16.80 -14.82 -19.37 3.64 8.75

NICS (1) -6.57 -11.15 -8.83 -10.79 -10.51 -12.06 -3.97 -2.50

Table 3 Magnetic properties for
the MP2-optimized structures

Fig. 3 ACID figures for the studied complexesFig. 2 Figure indicating the position where NICS(1) is evaluated
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the effects of the local σ-bonding contributions are dimin-
ished. For this reason NICS values are also calculated at 1Å
away from the geometrical center of the ring in the opposite
direction to cation (Fig. 2).

We should remember that the evaluation of the absolute
aromaticity of a compound remains a controversial issue [34].
The main reason to this affirmation with regard to the
magnetic properties as indication of aromatic character is the
lack of a reference. For this reason, we have thought in the
use of some system as reference value. Many previous works
have analyzed the relationship between pyramidality and
aromaticity, so we have chosen the planar structures
corresponding to each system as reference structure. These
planar structures are transition states (except for the
phosphole-Al3+ planar structure which is a minimum at
MP2 theory level).

The B3LYP and MP2 results are in agreement and show
important facts. Firstly, the analysis of the difference in the
values of magnetic properties for pyramidal and planar
structure allows to indicate an enhancement in the aroma-
ticity due to the complexation and this enhancement
increase from Li+ to Al3+. On the other hand, we have to
show the behavior for the Al3+ complex: in this case the
pyramidal structure is even more aromatic than the planar
structure according to χ and NICS values. Moreover, this
case is a clear example of the importance of comparison in
the use of NICS values. So, if we only pay attention to the
NICS(0) value we can conclude a non-aromatic character
because this is a positive value. Finally, the values for
magnetic properties in the 1,2-BH2-5-NH2-phosphole are
similar in the planar and pyramidal structure.

In order to carry out a deeper study of the aromaticity of the
phosphole and these derivatives, the ACID method was
employed. This is a relatively recently published method to
investigate the delocalization and conjugation effects in
molecules. It provides a powerful way to visualize the density
of delocalized electrons and quantify conjugation effects. The
ACID approach has several advantages: it is a scalar field
which is invariant with respect to the relative orientation of the
magnetic field and the molecule, it has the same symmetry as
the wave function, and it can be plotted as an isosurface. In our
group this method has been extensively employed in order to
distinguish between pericyclic/pseudopericyclic and coarc-
tate/pseudocoarctate reactivity, differentiation where the aro-
maticity has a crucial paper [51, 52].

Figure 3 presents the ACID isosurfaces for the complexes
between phosphole and the studied cations at an isosurface
value of 0.03 au. The ACID isosurfaces for the planar
structures are also presented as comparison. Current density
vectors are plotted onto the ACID isosurfaces. The first point
to emphasize is that Fig. 3 shows a strong diatropic ring
current for all these compounds, indicating their aromatic
character. We have to emphasize the convergent results

obtained with NICS values and ACID figures: for the
interaction with Li+, the ring current is clearly stronger in
the planar structure in agreement with the NICS values
(NICSplanar – NICS=7.72 for DFT structures). In the Be2+

case, the difference between the two structures is slighter
than the difference in the NICS values (NICSplanar – NICS=
2.07 for DFT structures). Finally, the ACID figures for
complexes with Al3+ present in both cases strong ring
currents, being even stronger for the pyramidal structure.

Conclusions

This work allows to us to indicate the increase of the
aromatic character of the phosphole when complexes with
Li+, Be2+ and Al3+ are formed. This aromaticity increase
from the Li+ to the Al3+ case and is shown by the values of
the magnetic properties, and the ACID figures. The
agreement between conclusions obtained by magnetic
properties and ACID method should be emphasized.

In order to avoid the problem of lack of reference of the
magneticproperties as indicator of the aromaticity, amodelwas
employed: the magnetic properties of the structures are
comparedwith themagnetic properties of the planar structures.

Another important conclusion is that, for this type of
complexes, the B3LYP method seems to be a good method.
So, the structures at B3LYP and MP2 levels are quite
similar and the qualitative results for inversion barriers are
the same.

With the aim to examine the different effect of
complexation or the use of π-acceptor groups at phospho-
rus, the 1,2-BH2-5-NH2-phosphole is studied. With a
pyramidality very similar to Al3+-phosphole, the inversion
barrier is 2.38 kcal mol-1 lower and the aromaticity for
pyramidal and planar structure is almost the same.

Finally, it is important to emphasize the strong effect of
the Al3+ complexation. The knowledge of the behavior of
the Al3+ with aromatic compounds is always interesting,
according with the importance that the aluminum (III)
cation has gained in the chemical and biochemical world
after numerous negative aspects of it were reported.
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Abstract We have systematically investigated the non-
covalent and covalent adsorption of alanine and alanine
radicals, respectively, onto a (5, 0) single-walled carbon
nanotube using first-principles calculation. It was found
that XH···π (X=N, O, C) interactions play a crucial role in
the non-ovalent adsorption and that the functional group
close to the carbon nanotube exhibits a significant influence
on the binding strength. Noncovalent functionalization of
the carbon nanotube with alanine enhances the conductivity
of the metallic (5, 0) nanotube. In the covalent adsorption
of each alanine radical onto a carbon nanotube, the binding
energy depends on the adsorption site on CNT and the
electronegative atom that binds with the CNT. The
strongest complex is formed when the alanine radical
interacts with a (5, 0) carbon nanotube through the amine
group. In some cases, the covalent interaction of the alanine
radical introduces a half-filled band at the Fermi level due
to the local sp3 hybridization, which modifies the conduc-
tivity of the tube.

Keywords Adsorption . Carbon nanotubes . Amino acids .

Density functional theory

Introduction

Hybrids of hollow cylindrical single-walled carbon nano-
tubes (SWCNT) fused with biomolecules are finding
applications in a wide range of fields, such as molecular-
level electronics [1, 2], biochemical sensors [3–6], drug
delivery [7], gene delivery [8, 9], as well as in therapeutic
applications [10]. The integration of biomolecules with
CNT can be achieved by either a covalent or a noncovalent
approach. A broad variety of organic and biomolecules
such as proteins, peptides, and nucleic acid bases are used
to functionalize the CNT. Metalloproteins and enzymes are
adsorbed onto the CNTs in aqueous solution, and AFM
studies confirm this as a physical immobilization of the
adsorbed species [3]. The noncovalent binding properties
of protein and DNA are utilized in intercellular transport
via CNT [11]. One of the biggest challenges when
attempting to make use of carbon nanotubes for practical
applications is their poor solubility. Aromatic amino acids
in the peptide sequence facilitate the effective isolation of
individual CNTs [12], and the binding of peptides is
sensitive to the chirality of the CNT [13]. The spontane-
ous adsorption of the peptides NB1, B1, and B3 onto the
CNT side wall has been investigated using quantum
mechanical method [14]. The aromatic amino acids
histidine and tryptophan play a key role in peptide
adsorption and enhance the intermolecular interaction
with CNT. The mechanism of interaction of a peptide
with a CNT depends on the nature of the amino acid that
is in close contact with the CNT [15].

Proteins (also known as polypeptides) are organic
compounds consisting of amino acids that are arranged in
a linear chain and connected by peptide bonds. Thus, the
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individual amino acids in a protein influence the binding of
the protein with the CNT [12, 14, 15]. Investigating the
interactions of individual amino acids with the CNT will
lead to a better understanding of the biofunctionalization of
CNTs. With modern methods, we can tether the desired
amino acid to the CNT for particular applications. Several
studies of the noncovalent adsorption of amino acids onto
carbon nanostructures have been performed using various
computational techniques [16–21]. The adsorptions of the
amino acids glycine, histidine, phenylalanine and cysteine
onto a (3, 3) CNT [16] and a (10, 0) CNT [17] have been
studied in detail. Sun et al. [18] investigated the interaction
of glycine/glycine radicals with intrinsic/boron-doped (8, 0)
SWCNTs. Glycine was physisorbed onto intrinsic CNT and
chemisorbed onto boron-doped CNT due to the presence of
the electron-poor boron atom. The interactions of all 20
amino acids with a capped (5, 5) CNT [19] and (9, 9) CNT
with one Li atom inside the tube [20] have been reported.
The adsorption of aromatic amino acids onto graphene and
onto a (5, 5) CNTwas exclusively investigated by Rajesh et
al. [21]. The binding strengths of amino acids with a CNT
and a graphene substrate were found to be directly
correlated with the electronic polarizability.

In the covalent method, an amino acid is directly bound
to a CNT through a chemical bond or through a linker
molecule. Organic molecules functionalized with CNTs act
as linkers in order to couple an amino acid or peptide with
CNT [22–25]. Hydrophilic poly-L-lysine was covalently
linked with an CNT through a carboxylic acid group on the
CNT side wall [23]. The addition of peroxidase to a CNT
and poly-L-lysine complex can be used in H2O2 biosensing.
Through a one-step substitution, amino-functionalized
carbon nanotubes can be formed with the aid of fluorinated
nanotubes, and this increases the solubility of CNTs in
polar solvents [24]. The covalent adsorption of alanine
radicals onto pristine and functionalized (5, 5) CNTs has
been reported by Carneiro et al. [25].

In the above reports, the importance of the functional-
ization of carbon nanotubes with amino acids is demon-
strated. In some previous studies [19, 20], binding energies
for the noncovalent adsorption of amino acids onto carbon
nanotubes were presented, but details on the adsorption
mechanism, the nature of the interaction and electronic
structure analysis were not discussed. Leon et al. [19]
reported that the amino acids arganine, cysteine and alanine
exhibited the strongest interactions with (5, 5) CNTs.
Interesting results were also presented by Carneiro et al.
[25] regarding the covalent adsorption of alanine onto (5, 5)
CNTs. Among the twenty available amino acids, after
glycine, alanine is the simplest and smallest amino acid. In
previous investigations [16–21, 25], (3,3), (5, 5), (9, 9),
(8,0), and (10, 0) CNTs were considered for amino acid
functionalization. Here, for the first time, a (5, 0) CNT was

considered for amino acid functionalization. The (5, 0)
CNT is a small-diameter zigzag metallic nanotube, so the
binding energy involved is expected to be large. Also, it is
computationally less expensive to investigate the interac-
tion between a (5, 0) CNT and alanine. A systematic study
of the interaction between this CNT and the amino acid
alanine will shed light on the functionalization of CNTs
with amino acids, and will also indicate possible applica-
tions of such CNTs. In this report, we present a detailed
description of the noncovalent and covalent functionaliza-
tion of a (5, 0) single-walled carbon nanotube with the
amino acid alanine and alanine radicals, respectively, using
density functional theory.

Computational details

Density functional calculations were performed using
plane-wave basis sets as implemented in the Vienna ab
initio simulation package (VASP) [26, 27]. The projector
augmented-wave method (PAW) [28, 29] was used to
describe the interaction between ions and electrons. It is
known that for noncovalent systems, the local density
approximation (LDA) [30] overestimates the binding
energy, while the generalized gradient approximation
(GGA) [31] underestimates it. The calculated interlayer
distance for the adsorption of adenine onto a graphene sheet
within the LDA is almost equal to its experimental value
[32]. In the study of the noncovalent adsorption of aromatic
molecules onto a nanotube, the binding energies calculated
with LDA and hybrid functionals were found to be nearly
the same [33]. Thus, within LDA, the interaction energies
of noncovalent systems are well described, and LDA can
provide a good description of dispersive interactions within
certain limits as compared to the GGA [34, 35]. Also, the
reported binding energies for the covalent adsorption of
alanine radicals onto CNTs within LDA and GGA are
qualitatively similar [25]. Hence, we have adopted the LDA
approach for our study. A gamma-centered 1×1×5 Mon-
khorst–Pack grid [36] is used for k-point sampling of the
Brillouin zone. For electronic band structure calculations,
81 irreducible k-points are considered in the z-axis direction
of CNT. The cutoff energy for the plane-wave basis set of
the valence electrons was set to be 500 eV throughout the
calculations. The residual minimization–direct inversion in
the iterative subspace method (RMM-DIIS) was used for
wavefunction optimization. Geometry optimization was
carried out until the magnitude of the forces acting on all
of the atoms was smaller than 10−5 eV/Å.

In this paper, we report an investigation of the non-
covalent and covalent adsorption of the amino acid alanine
onto a (5, 0) CNT. Alanine is a nonpolar hydrophobic
molecule, and the α carbon of alanine is optically active.
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As is generally the case for proteins, only the L-isomer form
of alanine is found naturally and thus we have only
considered the L-isomer in our study. This is the simplest
amino acid, with one amine, carboxyl and methyl group.
Initially, we optimized the CNT and alanine separately. In
the hexagon ring of the CNT, two sites are available for
noncovalent alanine adsorption, namely the hollow hexag-
onal center (Fig. 1a) and the bridge site along the C–C bond
(Fig. 1b). Alanine is allowed to interact with the CNT
through the functional groups CH3, NH2, COOH and OH in
different orientations. The potential energy surface for the
adsorption of alanine onto the CNT surface is traced out by
two steps: the first involves the alanine moving from the
surface of the CNT in a 0.5Å step, and then shifts into different
orientations above the hexagonal and bridge sites. As a
result, we get 12 different CNT+alanine conformers. The
(5, 0) CNT+alanine complex with the respective functional
group (for example CH3) near the CNT is denoted
C50ACH3. Throughout this paper, this notation is used to
represent the conformers considered in this study. To
investigate the covalent interaction of alanine with the
CNT, we created four different alanine radicals: (1) by
removing the H of the NH2; (2) by removing the H2 of the
NH2; (3) by removing the H of the COOH, and; (4) by
removing the OH of the COOH. The alanine radicals were
allowed to interact with the C–C bond of the CNT at two
different sites, as shown in Fig. 1c. The supercell approach
was followed with a lateral separation of 24Å in the x- and
y-directions to avoid interactions with the periodic images.
The supercell had two unit cells of (5, 0) CNT with a length
of 7.91 Å.

Results and discussion

Noncovalent adsorption of alanine onto (5, 0) CNT

Structures and binding energies

After the geometrical optimization, we considered 12
different conformers in which the alanine is bound to the
CNT through one of the functional groups (Fig. 2).
Equilibrium distances between the CNT and alanine and
the binding energy of alanine are presented in Table 1. The
effective interaction energy of the noncovalent complex is

the sum of the electrostatic, induction, charge transfer,
dispersion and repulsive interactions. Electrostatic and van
der Waals interactions play a crucial role in the noncovalent
adsorption. Functional groups (CH3, NH2, COOH, and OH)
of alanine can interact with the CNT π-electron cloud
through XH···π (X=C, N and O) interactions. In addition
the hydrophobic nature of the CNT also enhances interac-
tion. Though the adsorption of alanine onto the CNT is
physisorption, there can be a partial electron transfer
between the species. For all twelve conformers, we
calculated the charge transfer between the CNT and alanine
using Bader analysis [37]. Charge transfer is one of the key
factors that facilitates the adsorption of adsorbate on the
adsorbent. Electron-rich atoms like nitrogen and oxygen
play an important role in electron donor–acceptor inter-
actions. The calculated charge transfer is given in Table 1.
In some cases, charge is transferred from CNT to alanine
(shown as positive), while in others charge is transferred
from alanine to CNT (shown as negative). In most cases the
charge transfer is negligible.

Adsorption of alanine through the methyl group gave
two stable conformers, C50ACH3-I (Fig. 2a) and C50ACH3-
II (Fig. 2b). The methyl group of alanine is positioned on
the CNT surface at two sites: either just above the hollow
hexagonal center (Fig. 2a) or on the bridge site (Fig. 2b).
The equilibrium distances between alanine and CNT for the
two conformers are nearly the same, but different binding
strengths with CNT are observed. In the conformer
C50ACH3-I, the distance between the C (CNT) and H atom
is around 2.5Å, which places the hydrogen atoms of CH3 in
direct contact with the π-electron cloud of the CNT.
Therefore, the attraction between the CNT and alanine
arises from the CH···π interaction, and the conformer is
stabilized with a large binding energy. In the conformer
C50ACH3-II, the functional group CH3 is present above the
bridge. The distance between the hydrogen (CH3) and
carbon atom (CNT) is around 2.9Å, and this reduces the
stabilization energy of the complex. Leon et al. [19]
reported that the adsorption of alanine onto a (5, 5) CNT
led to a stable complex with a binding energy of 5.4 kcal
mol−1 (i.e., 0.23 eV). In that case, the CH3 group of alanine
is close to the surface of the CNT (2.85Å from it). In a
recent paper, Chang and Jalbout [20] reported the effect of
alkali metal encapsulation inside a (9, 9) armchair nanotube
on its interaction with an externally adsorbed amino acid,
and stated that the binding energy of alanine was 69.5 kJ
mol−1 (i.e., 0.72 eV). In our study, we found that alanine
was adsorbed at a distance of 3.6Å above the hollow
hexagonal site (C50ACH3-I) with a binding energy of
0.76 eV, and at a distance of 3.4Å from the bridge site
(C50ACH3-II) with a binding energy of 0.11 eV. Our
calculated binding energies and equilibrium distances
(Table 1) for the noncovalent adsorption of alanine on a

Fig. 1 a–c Possible adsorption sites on the CNT hexagon. a
Hexagonal hollow center. b Bridge site. c Cross bridge and bridge site
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(5, 0) CNT are in agreement with previously reported
values [19, 20].

Then we considered the adsorption of alanine onto a CNT
through the amine group. The lone pair of electrons of the
nitrogen are attracted to the π-electron cloud, leading to
charge transfer from alanine to the CNT. The amine group of
alanine can interact with the π-electron cloud of the CNT
through the formation of a hydrogen bond via NH···π

interactions. In this case, the CNT+alanine complex is
stabilized by the electrostatic, charge transfer and dispersion
energy terms. All four conformers exhibit different binding
strengths depending on the orientation of the adsorbate and the
charge transfer. The conformer C50ANH2-I (Fig. 2c) exhibits
greater binding energy than all of the other noncovalent
systems discussed in this paper. The NH2 of C50ANH2-I is
positioned at the center of the hollow hexagonal site at a
distance of 3.6 Å. One of the hydrogen atoms of the NH2

faces this hexagonal center and forms a hydrogen bond with
the carbon atom of the CNT. Even though charge transfer to
the CNT from the alanine is rather limited (0.06e), the
NH···π interaction establishes the complex. The electrostatic
repulsive interaction between the alanine and CNT is
diminished due to the large separation between them (3.6
Å). Thus, the overall interaction becomes attractive and this
system is more stable than the other conformers. Among the
four conformers, C50ANH2-III (Fig. 2e) is stabilized with a
small binding energy; again, the charge transfer from alanine
to the CNT is negligible in this case (0.015e). This is mainly
because of the orientation of the NH2 on the CNT surface.
The NH2 is positioned horizontally above the bridge C–C
site, and the distance between the hydrogen and the carbon
atom of the CNT is 2.7Å. The angle between the NH and C
does not favor the charge transfer and interaction with the π-
electron cloud. Thus, the binding energy is lower for this
conformer than the others.

Among the twelve conformers, the conformers
C50ANH2-II (Fig. 2d) and C50ANH2-IV (Fig. 2f) show
the largest transfer of charge (0.1e) from alanine to the

Fig. 2 a–l Noncovalent adsorption of alanine on (5, 0) CNT. a C50ACH3-I. b C50ACH3-II. c C50ANH2-I. d C50ANH2-II. e C50ANH2-III. f
C50ANH2-IV. g C50ACOOH-I. h C50ACOOH-II. i C50ACOOH-III. j C50AOH-I. k C50AOH-II. l C50AOH-III

Table 1 Equilibrium distances, charge transfer values and binding
energies for the noncovalent adsorption of alanine on (5, 0) CNT

Conformers Distancea

(d, Å)
Charge
(q, e)b

Binding energy
(Eb, eV)

C50ACH3-I 3.6 0.006 0.76

C50ACH3-II 3.4 0.004 0.11

C50ANH2-I 3.6 −0.060 0.95

C50ANH2-II 3.2 −0.122 0.50

C50ANH2-III 3.0 −0.015 0.17

C50ANH2-IV 3.0 −0.115 0.47

C50ACOOH-I 3.2 0.015 0.92

C50ACOOH-II 3.2 −0.024 0.21

C50ACOOH-III 2.8 −0.008 0.15

C50AOH-I 3.1 0.005 0.20

C50AOH-II 3.1 0.007 0.08

C50AOH-III 2.9 0.005 0.26

a Distance XH···C, X=N, O, C of alanine
b CNT to alanine:positive; alanine to CNT: negative
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CNT. In both of these conformers, the NH2 group is
oriented vertically, and the carbon atom of the CNT makes
direct contact with the hydrogen atoms of the NH2.
However, the binding energy of C50ANH2-II is higher than
that of C50ANH2-IV. In C50ANH2-II, the hydrogen atoms
of amine group are very close (2.4 Å) to the carbon atoms
of the CNT. Two hydrogen bonds are formed with the
nearest carbon atoms in the CNT hexagon. The dipole-
induced-dipole interaction stabilizes the conformer with a
high binding energy. In the case of C50ANH2-IV, the
orientation of amine group and the distance between the
hydrogen and carbon atoms (2.7 Å) does not favor the
interaction, so the binding is weak.

The interaction of alanine with CNT through the COOH
group gives rise to three stable conformers. In the
conformer C50ACOOH-I (Fig. 2g), O and OH are posi-
tioned at the hollow hexagonal site at 3.2 Å from the
surface of the CNT, and the OH group is shifted to the
upper hollow hexagonal site. There is no hydrogen bond
formation, but 0.015e of charge is transferred from the CNT
to alanine. An attractive interaction arises between the π-
electron cloud and the lone pair of electrons of the oxygen
atom, and this stabilizes the complex. With a binding
energy of 0.92 eV, this is the second most stable conformer
among those studied. In the conformer C50ACOOH-II
(Fig. 2h), the functional group is oriented vertically above
the hollow hexagonal site and exhibits a binding energy of
0.21 eV, which is very low compared to the previous case.
In the third case, COOH is positioned vertically above the
bridge site (Fig. 2i) at a distance of 2.8Å from the CNT
surface, with a binding energy of 0.15 eV. Here, the COOH
group is perpendicular to the CNT surface and the hydrogen
atom of the COOH is projected away from the surface of
the CNT. Thus, the unfavorable orientation of COOH
minimizes the interaction with the π-electron cloud of the
CNT, resulting in reduced binding energy.

In the conformer C50AOH-I (Fig. 2j), the OH group is
positioned vertically above the hollow hexagonal site, with
a binding energy of 0.20 eV. In the case of C50AOH-II
(Fig. 2k), the OH is above the bridge site, in a tilted
horizontal orientation that has the lowest binding energy of
0.08 eV. In both conformers, the OH group is 3.1 Å from
the surface of the CNT, and the C–H distance is around 2.7 Å.

This implies a weak electrostatic interaction between the
alanine and the CNT. The OH of the conformer C50AOH-III
(Fig. 2l) is shifted down to the next hexagonal site, and one
hydrogen bond is formed with the carbon atom of the CNT,
with a bond length of 2.2 Å. Thus, the electrostatic
interaction between the OH group and the CNT surface is
manifested through the dipole–induced-dipole interaction.

Charge density analysis

Charge density analysis was performed to get a better
understanding of the interaction mechanism for the non-
covalent adsorption of alanine onto the (5, 0) CNT. The
molecular orbitals of some selective conformers C50ACH3-I
and C50ANH2-I are shown in Fig. 3 [38]. In the highest
occupied molecular orbital (HOMO) of the conformer
C50ACH3-I (Fig. 3a), the charge is distributed over the
alanine homogeneously. The accumulated charge on the
alanine leads to an electrostatic interaction with the CNT,
and subsequently to one of the most stable conformers. In
the HOMO of C50ANH2-I (Fig. 3c), the charge is
concentrated on the nitrogen and oxygen atoms. Here,
however, alanine interacts through the amine group; the
carboxyl group is also close to the CNT in the optimized
structure. This enhances the charge transfer from both the
nitrogen and the oxygen atoms, and thus the alanine
possesses a maximum charge of 0.1e. In the lowest
unoccupied molecular orbital (LUMO) of C50ANH2-I
(Fig. 3d), charge is distributed uniformly on the CNT.

Electronic structures

The (5, 0) CNT is a narrow nanotube with a diameter of
3.96Å. Theoretically, the (5, 0) CNT is predicted to be a
semiconductor without σ–π hybridization. However, com-
putational calculations show that it undergoes a semicon-
ductor to metal transition due to the σ–π hybridization [39,
40]. Our band structure calculation also showed that the
pristine (5, 0) CNT is metallic, with bands crossing the
Fermi energy (Fig. 4a). Adsorption of alanine onto the CNT
modifies the bands near the Fermi energy, and in all cases
the Fermi energy is blueshifted. Figure 4b–e shows the
band structures of some selected conformers in which we

Fig. 3 a Highest occupied molecular orbital (HOMO) of C50ACH3-I (E = −0.12 eV). b Lowest unoccupied molecular orbital (LUMO) of
C50ACH3-I (E = 0.38 eV). c HOMO of C50ANH2-II (E = −0.23 eV. d LUMO of C50ANH2-II (E=0.25 eV)
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observed band rearrangements near the Fermi energy. In
C50ACH3-I (Fig. 4b), the adsorption of alanine modified
the bands of the (5, 0) CNT near the Fermi energy, and this
is clearly reflected in the density of states (DOS) plot
(Fig. 5b). A new band appeared just below the Fermi
energy, and a flat band arose at −1.9 eV due to the nitrogen
atom of the alanine. A peak near the Fermi energy in the
DOS plot of the pristine (5, 0) CNT was shifted towards the
Fermi energy in the DOS plot of C50ACH3-I, which caused
a slight increase in the density of states. Also, there was a
new Van Hove singularity at −1.9 eV, corresponding to the
flat band in the band structure.

In the case of C50ANH2-II, the amine group of the alanine
is positioned close the CNT, and additional bands appear
near the Fermi energy due to the nitrogen atom (Fig. 4c). A
band originating from the valance band region at −0.6 eV (Γ
point) passes into the conduction bands, but the band
originating from the conduction band region is just about at
the Fermi energy, as in the pristine (5, 0) CNT. This increases
the DOS at the Fermi energy (Fig. 5c) and enhances the
conductivity. A new band is present just below the Fermi
energy, and this appears as a shoulder of the peak in the DOS
due to the nitrogen atom. As in the C50ACH3-I conformer, a
new Van Hove singularity appeared at around −1.9 eV. Here,
both the nitrogen and oxygen atoms contribute to the Van
Hove singularity, because in the optimized structure of
C50ANH2-II, the OH group is close to the surface of the
CNT in addition to the amine group. The projected density of
states (PDOS) confirms that the increase in the density of
states at the Fermi energy is due to the contribution of the
nitrogen’s p orbitals.

In C50ACOOH-I (Fig. 4d), the first conduction band
crosses the Fermi energy and dips down into the valence
band. No additional bands appear near the Fermi energy.
Therefore, in the DOS plot (Fig. 5d), only one peak is present
at the Fermi energy. One new band appears at around −1 eV
due to the nitrogen atoms. The band structure of C50AOH-III
(Fig. 4e) shows a flat band just below the Fermi energy, and
some additional bands around −1 eV and below −2.5 eV. In
the DOS plot (Fig. 5e), peaks are prominent and sharp. The

DOS at the Fermi energy is higher than in the other cases.
Here, the second peak in the lower-energy region arises due to
the nitrogen and oxygen atoms. In the PDOS, the peaks in the
region of −4 to −6 eV appear due to the oxygen atoms, and
they are prominent compared to those of the other conformers.
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Covalent adsorption of alanine onto (5, 0) CNT

Structures and binding energies

In this section, we report the interactions of four different
alanine radicals with the pristine (5, 0) CNT. After optimiza-
tion, five stable conformers were identified (Fig. 6). Alanine
radicals are allowed to interact with the C–C bonds in the
CNT. Bader charge density analysis [37] was performed to
determine the charge transfer. Equilibrium distances, charge
transfer values and binding energies are presented in Table 2.
The conformer C50ANH-I (Fig. 6a) is obtained by removing
the H atom from the amine group, and the NH is then
allowed to interact directly with the carbon atoms at the
bridge site. After structural optimization, the nitrogen atom
of the amine group binds to one of the carbon atoms at the
C–C bridge site, and the carbon atom protrudes from its
original position in the direction of alanine (Fig. 6a). The
C–N bond distance was found to be 1.45Å, and the binding
energy was 3.89 eV. The three other C–C bonds arising from
that particular carbon atom were also elongated. Thus, the
covalent attachment of the alanine radical to the CNT
modifies the symmetry of the CNT and the carbon atom at
the adsorption site becomes four coordinated. This induces
sp3 hybridization locally.

The conformers C50AN-I (Fig. 6b) and C50AN-II
(Fig. 6c) are formed by removing H2 from the amine group

of alanine. The nitrogen atom in the conformer C50AN-I is
bound covalently to the carbon atoms at the C–C bridge
site. Due to these two elongated C–N bonds, the carbon
atoms at the C–C bridge site are four coordinated. This
conformer has a larger binding energy (6.40 eV) than the
other conformers considered in this study. In the conformer
C50AN-II (Fig. 6c), the nitrogen atom of alanine has broken
one of the C–C bonds in the CNT hexagon and bonded to
the two carbon atoms. A new seven-membered ring with
sp2 bonding is thus created at the adsorption site. A
maximum charge of 0.74e is transferred to the alanine
radical from the CNT. Among the five structures investi-
gated in our study of the covalent adsorption of alanine
radicals onto the CNT, the conformer C50AN-II alone
retains sp2 like hybridization. The same structural config-
urations (C50AN-I and II) are reported for alanine radical
adsorption onto the (5, 5) CNT [25]. The binding energy of
structure III [25] (like C50AN-II) is found to be 6.8 eV
within the LDA, with a C–N distance of 1.41Å. Compared
to the value reported above, the binding energy (5.67 eV)
we obtained was lower, due to the zigzag structure of our
CNT. Similar to the conformers C50ANH-I and C50AN-I,
the carbon atom at the adsorption site of the conformer
C50ACOO-I (Fig. 6d) protrudes slightly and is four
coordinated with the oxygen atom of the alanine radical.
The binding energy of the alanine radical is found to be
0.99 eV, which is lower than in the other cases. In the
conformer C50ACO-I (Fig. 6e), the OH group of alanine is
removed. In the relaxed structure, the carbon and oxygen
atoms of the alanine radical form two elongated bonds with
the carbon atoms at the C–C bridge site, with bond lengths
of 1.6 Å (C–O) and 1.47 Å (C–C). Thus, the carbon atoms
at the bridge site are four coordinated, which induces local
sp3 hybridization.

Charge density analysis

Alanine radical adsorption onto CNT gives five different
structures. The bond lengths in the conformers confirm the
covalent nature of the adsorption. Further analysis of the
charge density profile will afford a better understanding of
the bonding between alanine and CNT. The highest
occupied molecular orbitals (HOMOs) and the lowest
unoccupied molecular orbitals (LUMOs) of selected con-

Fig. 6 a–e Covalent adsorption of alanine radicals onto the (5, 0) CNT. a C50ANH-I. b C50AN-I. c C50AN-II. d C50ACOO-I. e C50ACO-I

Table 2 Equilibrium distances, charge transfer values and binding
energies for the covalent adsorption of alanine radicals onto (5, 0)
CNT

Conformers Distance
(d, Å)a

Charge
(q, e)b

Binding energy
(Eb, eV)

C50ANH-I 1.45 0.23 3.89

C50AN-I 1.45 0.54 6.40

1.46

C50AN-II 1.38 0.74 5.67

1.40

C50ACOO-I 1.47 0.56 0.99

C50ACO-I 1.60 −0.03 3.50

1.47

a Distance XH···C, X=N, O, C of alanine
b CNT to alanine: positive; alanine to CNT: negative
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formers are shown in Fig. 7. In the HOMO of the
conformer C50ANH-I (Fig. 7a), charge is accumulated in
the CNT and at the nitrogen atom which is in contact with
the CNT. However, the carbon atom that is in direct contact
with the alanine does not possess any charge. This validates
the excess charge found with alanine using Bader analysis.
The properties of the HOMO and LUMO of the conformer
C50AN-I (Fig. 7c, d) justify the large binding energy of the
alanine radical and the charge transfer from the CNT to
alanine. Here, the nitrogen of the alanine radical forms two
covalent bonds with the carbon atoms in the C–C bond.
The HOMO shows the charge distribution on the α carbon,
the carboxyl group and along one C–N bond. In the
LUMO, the charge is distributed over the carbon atoms of
the CNT alone. In the HOMO of the conformer C50AN-II
(Fig. 7e), charge is distributed over the nitrogen atom,
which drags 0.74e from the CNT. In the LUMO (Fig. 7f),
charge is distributed homogeneously. The HOMO of

C50ACO-I (Fig. 7g) shows the accumulation of charge
density on the alanine and carbon atoms near the adsorption
site. In the LUMO (Fig. 7h), charge is distributed only on
the alanine.

Electronic structures

The band structures for the adsorption of alanine radicals
onto the CNT are presented in Fig. 8. In the band structure
for the conformer C50ANH-I (Fig. 8b), degeneracy is
removed in some of the bands due to the adsorption of
the alanine radical, and the Fermi energy is blueshifted. A
half-filled band emerges out of the conduction band region
at 0.2 eV due to the sp3 defect induced by the alanine
radical adsorption [41]. The density of states at the Fermi
energy is slightly lower, and some new peaks appear in the
lower and higher energy regions. The PDOS shows that the
peaks formed in the lower-energy region are due to the

Fig. 7 a–h a Highest occupied molecular orbital (HOMO) of
C50ANH-I (E = −0.42 eV). b Lowest unoccupied molecular orbital
(LUMO) of C50ANH-I (E = 0.12 eV). c HOMO of C50AN-I (E =

−0.31 eV. d LUMO of C50AN-I (E=0.17 eV). e HOMO of C50AN-II
(E = −0.25 eV). f LUMO of C50AN-II (E=0.12 eV). g HOMO of
C50ACO-I (E = −0.29 eV). h LUMO of C50ACO-I (E=0.53 eV)
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carbon, oxygen and hydrogen atoms, while the peaks in the
higher energy region are due to the nitrogen atoms.

In the band structure of the conformer C50AN-I (Fig. 8c),
bands cross the Fermi energy, just as in the pristine CNT.
This indicates that the CNT retains its metallic nature.
Compared to the pristine CNT, the DOS (Fig. 9c) at the
Fermi energy is decreased. The peaks near the Fermi energy
in the lower energy region are formed due to the nitrogen
atoms. The Fermi energy is slightly blueshifted, as in the
above case. The conformer C50AN-II has the same number

of electrons as the conformer C50AN-I. However, in the
conformer C50AN-II, the nitrogen atom of alanine has
broken the one of the C–C bonds of the CNT hexagon and
formed two new C–N bonds. This insertion of the nitrogen
atom into the C–C bond changes the signatures of the
carbon atoms in the band structure of C50AN-II (Fig. 8d) at
around 0 to −1 eV. Also, the nitrogen and oxygen atoms of
the alanine radical introduce new bands below the Fermi
energy in the valence band region. In the DOS plot
(Fig. 9d), this is reflected in prominent Van Hove
singularities.

In the conformer C50ACOO-I, a half-filled band appears
just above the Fermi energy due to the induced sp3 defect
(Fig. 8e), as in the conformer C50ANH-I. Also, a new band
appears at −0.6 eV in the valance band region. This is
reflected in the DOS plot (Fig. 9e) as a prominent peak just
before the Fermi energy, and the DOS at the Fermi energy
is slightly increased. In the higher energy region between
1.5 and 2 eV, the DOS is very low and the band gap tends
to open up. In the conformer C50ACO-I, the removal of OH
from the carboxyl group of alanine reduces the number of
valence electrons. In the band structure of C50ACO-I
(Fig. 8f), the Fermi energy has moved up through the
conduction band compared to the pristine CNT. A half-
filled band originating from the conduction band region
passes through the Fermi energy [41]. Thus, the DOS
(Fig. 9f) at the Fermi energy is considerably reduced
compared to the pristine (5, 0) CNT, and the energy levels
are redshifted. The peak adjacent to the Fermi energy in the
lower-energy region of the total DOS of pristine CNT is
shifted to the higher-energy region in the total DOS of the
conformer C50ACO-I. The PDOS indicates that this peak is
due to the nitrogen and oxygen atoms of the alanine radical.
In the lower-energy region at 0.8 eV, there is a peak from
the carbon atom of the alanine radical. This can be
understood by looking at the geometric structure of
conformer C50ACO-I, in which the carbon and oxygen
atoms of the alanine radical form bonds with the C–C
atoms at the bridge site of the CNT.

Summary and conclusions

The noncovalent adsorption of alanine through its functional
groups at different orientations onto the surface of a (5, 0)
CNT has been systematically investigated. The functional
groups (CH3, NH2, COOH and OH) of alanine were allowed
to face the CNT surface, allowing the CNT π-electron cloud
to interact with alanine through XH···π (X=C, N and O)
interactions. The binding strength of the alanine with CNT
depends on the orientation, the hydrogen bonds and the
distance between the alanine and CNT surface. In a study of
the interaction of alanine with benzene, OH···π interactions
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Fig. 9 a–f Density of states plots for a pristine (5, 0) CNT, b
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are reported to be stronger than NH···π and CH···π
interactions [42]. However, in our case, we found that
interactions of alanine with the CNT through the amine
group (NH···π interactions) are more favorable than those
through the CH3, COOH and OH groups. This can be
understood by considering the adsorption geometries of the
complexes and the electron donor–acceptor interactions
between the alanine and the CNT (Table 1). Electrostatic,
charge transfer, and van der Waals interactions all play
important roles in the stabilization of the conformer.
Electronic structure analysis shows an overall blueshift in
the energy levels and an increase in the conductivity of the
(5, 0) CNT due to the adsorption of alanine.

Covalent functionalization of the CNT was attempted
with five different alanine radicals. The interaction of
alanine with the CNT through the nitrogen is stronger than
the interactions seen for the other conformers. The
adsorption of alanine onto CNT (C50ANH-I, C50AN-I,
C50ACOO-I, C50ACO-I) modifies the sp2 hybridization of
the CNT structure at the adsorption site, and these particular
carbon atoms in the CNT become four coordinated. This
modification induces a change in the metallic behavior of
the CNT. In the band structure, there is a half-filled band
near the Fermi energy due to the sp3-induced defect level.
The adsorption of alanine through the nitrogen atom at the
C–C bridge site (C50AN-I) yields the most stable conform-
er, with two elongated C–N bonds. C50AN-II is the second
most stable conformer, and it is the only conformer that
retains sp2 hybridization after functionalization. Similar to
what is observed for noncovalent adsorption, energy levels
in the DOS plot are blueshifted for the first four con-
formers. However, for the conformer C50ACO-I, the energy
levels are redshifted and the DOS at the Fermi energy is
considerably reduced.

Therefore, based on the above investigation, we now
have an amino acid functionalized CNT in which the amino
acid is physisorbed or chemisorbed with a binding energy
that depends on the functional group. This study has
opened up a new path for the selection of amino acid
functionalized CNTs for biodevices, and these biocompat-
ible nanomaterials are finding extensive application in drug
and gene transport. The results of this investigation will be
helpful to those attempting to design amino acid function-
alized CNTs for various applications.
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Abstract The stable geometries and atomization energies
for the clusters Nin (n=2–5) are predicted with all-electron
density functional theory (DFT), using the BMK hybrid
functional and a Gaussian basis set. Possible isomers and
several spin states of these nickel clusters are considered
systematically. The ground spin state and the lowest energy
isomers are identified for each cluster size. The results are
compared to available experimental and other theoretical
data. The molecular orbitals of the largest cluster are plotted
for all spin states. The relative stabilities of these states are
interpreted in terms of superatom orbitals and no-pair
bonding.

Keywords Density functional theory . Hybrid exchange-
correlation functionals . Unrestricted Kohn–Sham .

Molecular orbitals . Geometry and energetics . Small
metallic clusters

Introduction

The interest in transition metal clusters is based on their
numerous applications, many of which are related to

catalysis. Recently, nanocatalysts begin to emerge as a
promising alternative, combining the advantages of both
homo- and heterogeneous catalysts and often exhibiting
unique activity. The properties of nanocatalysis are
strongly dependent on their dimensionality, size, chem-
ical composition and the morphology of the active
nanoparticles. Considerable efforts have been directed
in recent decades [1–3] at the design and controlled
fabrication of nanostructured catalytic materials. Metal
clusters represent an important class of nanocatalysts with
several unique properties. Their ability to act as catalysts
is determined by several factors: (i) a high surface to
volume ratio; (ii) the availability of active absorption and
reaction sites; (iii) low energy barriers to restructuring;
(iv) a wide range of coordination numbers; and (v) easy
migration and interatomic rearrangements that facilitate
bond breaking.

Transition metal nanoclusters represent a particular type
of system intermediate between molecules and solids.
Unlike molecules and solids, the theory of metal nano-
clusters lacks a set of simple rules that can assist in
predicting stable structures, although such rules have begun
to emerge recently [4, 5]. Thus, simulations based on first
principles remain the only method that can be used to
predict their geometries at present. Studies of transition
metal (TM) systems present a challenge for their theoretical
description, due to the presence of several closely spaced
energy levels, which result in strong electron correlation
[6–8]. For this reason, molecules and clusters containing
TMs require careful selection of the theoretical methods
used. This contribution aims to provide an accurate
theoretical description of small clusters of nickel (Ni2–5)
using density functional theory methods.

Among 3d TM clusters, nickel systems have received the
most attention, both experimentally and theoretically [6–
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20]. In the past three decades, small nickel clusters and their
properties have attracted great interest from researchers.
The chemical, physical, electronic and magnetic properties
of nickel nanoclusters are related to their geometries, and
play an important role in understanding the transition from
diatomics to the bulk. Although the geometries of small
nickel clusters hold the key to their behavior, studying their
shapes experimentally presents a challenge. Luckily, several
experimental studies have published on Ni2–5 clusters [10,
14, 17, 18, 21], and the results from these can be used for
theoretical comparison.

A significant number of theoretical studies have been
performed on small nickel clusters [3, 6–9, 12, 13, 15, 16,
21–23]. Recently, Arvizu et al. [9] reported several different
topologies of small nickel clusters (Ni2–5) in their pure DFT
study. They determined structural properties, binding
energies, and adiabatic ionization potentials. To address
the issue of the ground-state multiplicities of these nickel
clusters, they tested five spin states (singlet, triplet, quintet,
septet, nonet) for each of the clusters. Other DFT
predictions for the structural parameters of these clusters,
as obtained using LDA [19, 20] and GGA [13] methods,
have also been reported. Petkov et al. [23] presented the
effect of an impurity on the structure, stability, electronic
and magnetic properties of Ni4, and discussed six different
symmetries of the bare Ni4 cluster: two planar (D2h and
C2v) and four nonplanar (C3v, Td, C2v, Cs). They reported
that Cs is the most stable geometry for Ni4, and found
Jahn–Teller distortion in Ni4 with Td symmetry. In another
study of the structural and magnetic properties of nickel
clusters (Ni2–13), Xie et al. [24] discussed instabilities due
to Jahn–Teller distortion in high-symmetry clusters pos-
sessing multiple degeneracy. They also reported new
ground-state structures for Ni5 and Ni7 with C2v and C2

symmetry, respectively.
Aside from DFT, more approximate techniques have also

been employed to investigate small nickel clusters, includ-
ing density functional tight binding (DFTB) [12], the
embedded-atom method (EAM) [22], and effective medium
theory (EMT) [15]. Considering the existence of multiple
minima on the potential energy surfaces of transition metal
clusters, DFTB may be a better alternative to DFT, as it
provides a compromise between accuracy and computa-
tional speed, and thus the opportunity for extensive
geometrical searches. DFTB was used in a molecular
dynamics (MD) simulated annealing technique employed
by Luo [12]. On the other hand, Nygren et al. [15] reported
binding energies for Ni4–9 obtained in an EMT study. They
described the ionization potentials of these Ni clusters using
two different approaches (at the one-electron ECP level,
and an all-electron description) to explain the odd-even
effect observed experimentally. Grigoryan et al. [22]
reported the four lowest-energy isomers among all of the

clusters from 2 to 150, and determined structural informa-
tion for each individual cluster. This study was done with
an EAM method that was specially developed for studying
metal interactions.

In this contribution, we investigate the geometry and
energetics of small nickel clusters (Ni2–5), as shown in
Fig. 1, with a modern BMK (Boese–Martin for kinetics)
hybrid meta-GGA functional [25]. We consider all multi-
plicities possible for these clusters, ranging from singlet to
tridectet. Here, we present our prediction of the lowest
energy state and compare our results with existing
experimental and theoretical data. We have also studied
various isomers of Ni4 to determine its ground-state
geometry.

Computational details

All calculations were done with the Gaussian 2003 [26]
program using an all-electron Wachters+f [27, 28] basis set.
The initial guess was generated using a Harris functional
[29], which is the default option in Gaussian 2003. Spin-
polarized (unrestricted) ansatz DFT and the BMK exchange-
correlation functional were used throughout. BMK is a
hybrid meta-GGA functional that is designed to accurately
describe transition-state (TS) properties as well as the
atomization energies, geometries and harmonic frequencies
of molecules in the ground state. A BMK functional with a
large fraction of Hartree–Fock exchange (42%) was devel-
oped based on a diverse and balanced parameterization set
that included transition metal complexes and hydrogen-
bonded systems [25]. Previously, we found BMK to be
superior for small systems containing Ni atoms, such as TM
hydrides [30] and TM carbide diatomics [31].

To avoid false SCF solutions with Fermi holes (i.e.,
virtual orbitals with energies lower than some of the
occupied ones), a special SCF algorithm was employed
that made use of the fractional occupation numbers
(FON) around the Fermi energy. This was accomplished
by using the keywords SCF=Fermi and IOp(5/22=5). In
the FON approach, the orbital occupations are deter-
mined using the Fermi–Dirac function for a fictitious
electron temperature, so that the sum of the occupation
numbers equals the correct number of electrons for the
system [32]. The electron temperature value is set to
3000 K for the initial SCF cycle, and then lowered to 0 K
in ten SCF steps, so that the occupational numbers become
integers during the final SCF cycles. The stability of the
SCF solution was checked and the KS orbitals were
reoptimized (if unstable) using the keyword Stable=Opt.
The default integration grid was used for all calculations.
The GaussView graphical interface was used to examine
the Kohn–Sham orbitals.
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Results and discussion

The optimized geometries of small nickel clusters (Ni2–5)
are reported in Table 1. This includes all possible spin
multiplicities of small nickel clusters, starting from the
lowest at the top to the highest at the bottom, and for Ni2 on
the left through to Ni5 on the right. We considered the four
lowest energy isomers of Ni4 in order to analyze the
structural changes and variation in binding energy. To the
best of our knowledge, this study provides the first
comprehensive analysis of all possible spin states of small
nickel clusters (Ni2–5). As discussed in detail in the
following sections, our results indicate that the BMK-
predicted energies and geometries are in good agreement
with experimental results (where available), and provide a
good benchmark for further investigations of systems
containing small Ni clusters. All predicted energetic and
geometric properties for the various spin states of small Ni
clusters are presented in Table 1. We compare our results
with the limited theoretical and experimental data in the
following sections.

Diatomic Ni

Table 1 reports the bond length variations in Ni2 from
singlet through to septet; the latter was found to be unstable
with respect to dissociation into triplet atoms. We predict
that the ground electronic state for Ni2 is a Boltzmann
mixture of S and T with binding energies of 1.99 eV and
1.98 eV, respectively. The singlet was more stable by
0.01 eV than the triplet, in agreement with the results of
earlier experimental studies [10, 14, 17, 18, 21, 33]. Our
bond lengths for S and T (2.303Å and 2.316Å, respective-
ly) are both longer then the experimental value of 2.155Å
[18], while the binding energies are in good agreement with

the experimental value of 2.1 eV. Several DFT studies have
been performed in the past using pure DFT (LDA and
GGA) functionals [9, 13, 16, 19, 20, 23, 24], which are
reported to produce better geometries but not energies.
Similarly, our BMK predictions for triplet and singlet
dissociation energies are better than ab initio CASPT2
[21] ones (1.93 eV and 1.95 eV, respectively), while the
CASPT2 predictions for the bond lengths (2.24Å and 2.25
Å) [21] are superior to our BMK predictions. It is worth
noting the increase in bond length and decrease in binding
energy with increasing multiplicity, which disfavors higher
spin states due to easy bond breaking.

Triatomic Ni

The structures of Ni3 in the singlet, triplet, quintet, septet and
nonet states are reported in Table 1. We obtained different
geometries for various multiplicities, where the triplet and
quintet had triangular geometries with three different sides,
while the septet and nonet were isosceles. The singlet
converges to a bent geometry with one angle >120°. We
found that two states, the triplet and septet, were similar in
energy (3.01 eV and 3.09 eV) and more stable than the
singlet, quintet and nonet. Structural studies of Ni3 are often
considered to be of interest due to a disagreement between
theory and experiment. On the one hand, C2v symmetry was
found experimentally [24], with an apex angle of >60°; on
the other hand, tight binding potential based MD [12] and
EAM [22] simulations have predicted Ni3 to have D3h

(equilateral triangle) symmetry. LDA studies [24] gave an
isosceles triangle type geometry. Arvizu et al. [9] reported
that the triplet is the ground state for Ni3, with an isosceles
geometry, in their DFT study of five spin states for Ni3.
Although they used different initial structures for Ni3, their
optimized geometry was still isosceles, with all angles less

Ni Ni

Ni

NiNi

Ni

Ni

Ni

Ni

Ni

Ni Ni

Ni
Ni

Ni

Ni

Ni

NiNi
Ni

Ni

Ni

Ni

Ni

Ni Ni

Ni2

Ni4(s) Ni4(t1) Ni4(t2) Ni4(r)

Ni5Ni3

Fig. 1 Geometries of nickel
clusters (Ni2–5). The four iso-
mers of Ni4 are labeled with
indices in parentheses: Ni4(s) is
square planar, Ni4(t1) is tetrahe-
dral, Ni4(t2) is distorted tetrahe-
dral, and Ni4(r) is rhombic
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than 90°, which is in agreement with our findings. An LDA
and GGA study with various basis sets [9] reported only the
energies of the lowest spin state (triplet). The best binding
energy reported by Arvizu et. al. [9] with TZVP-GGA
(3.32 eV) is more than our BMK predictions. The higher
energy in this case is likely to be due to overestimation on the
part of the GGA method, consistent with the Ni dimer results
(2.64 eV from [9] vs. our BMK predictions of 1.99 eV, as
compared to the experimental value of 2.1 eV [18]).

Tetratomic Ni

The results for various low-lying isomers of Ni4 in several
spin states are reported in Table 1. We were unable to find
any experimental data for Ni4 to make comparison with our
findings. Full geometry optimization followed by vibra-
tional analysis was performed on different initial geometries

(square planar, two tetrahedral, and rhombic) for Ni4 in
several spin states (singlet, triplet, quintet, septet, nonet,
undectet and tridectet). We represent these structures with a
letter in parentheses: Ni4(s) is square planar, Ni4(t1) is
tetrahedral, Ni4(t2) is distorted tetrahedral, and Ni4(r) is
rhombic. We determined that the rhombic (planar) structure
was favored in the case of Ni4 in all but one nonet state,
where Ni4(t1) and Ni4(t2) were equally stable. We also
found that many of our other initial geometries [square
planar 5Ni4(s) and distorted tetrahedral 5Ni4(t2)] converged
to the stable rhombic (planar) type structure Ni4(r). This led
us to draw the conclusion that the quintet is the most stable
spin state for Ni4. Our results differ from those reported by
Arvizu et al. [9] and Petkov et al. [23]. They reported that
quintet Ni4(t1) is the ground state structure, while we
predict that quintet Ni4(r) is the ground-state geometry. The
binding energy of 5Ni4(t1), 4.02 eV (GGA/TZVP level of

Table 1 Geometries of Ni2, Ni3, Ni5 and four isomers of Ni4 with
several spin states (singlet, triplet, quintet, septet, nonet, undectet,
duodectet and tridectet), along with their bond lengths (Å) and binding

energies (eV), as displayed by each structure. Binding energies in
parentheses are the last SCF energies after several steps for
unconverged geometries

M Ni2 Ni3 Ni4(s) Ni4(t1) Ni4(t2) Ni4(r) Ni5

1

1.99 2.92 0.21 4.48 4.50 5.42 7.17

3

1.98 3.01 4.37 4.48 4.49 5.43 6.37

5

0.95 2.56 5.43 4.57 5.39 4.76 7.17

7

-1.72 3.09 4.53 4.59 4.61 4.84 7.25

9

2.31 2.84 3.80 3.80 3.05 6.74

11

(1.00) 0.95 1.02 (4.96)

13

-1.89 -1.77 -1.39

786 J Mol Model (2012) 18:783–790



Table 2 Molecular orbitals of all stable spin states (singlet, triplet, quintet, septet and nonet) of Ni5, tabulated as per their distributions, with
antibonding (p orbitals) on top, then unoccupied, nonbonding orbitals (lone pairs, d orbitals), and bonding s orbitals at the bottom

Ni5_09 Ni5_07 Ni5_05 Ni5_03 Ni5_01
6.74 7.25 7.17 6.37 7.17

L+4/79 
-0.060 

- - - - - - - - 

L+3/78 
-0.077 

L+4/78 
-0.075 

- - - - - - 

L+2/77 
-0.085 

L+3/77 
-0.088 

L+4/77 
-0.085 

- - - - 

L+1/76 
-0.087 

L+2/76
-0.088

L+3/76
-0.085

L+4/76
-0.087

- - 

L/75 
-0.116 

L+1/75
-0.117

L+2/75
-0.119

L+3/75
-0.112

L+4/75
-0.118

S/74 
-0.176 

L/74 
-0.170 

L+1/74 
-0.172 

L+2/74 
-0.181 

L+3/74 
-0.171 

S-1/73 
-0.183 

S/73 
-0.187 

L/73 
-0.183 

L+1/73 
-0.183 

L+2/73 
-0.185 

S-2/72 
-0.215 

S-1/72 
-0.215 

S/72 
-0.218 

L/72 
-0.210 

L+1/72 
-0.216 

S-3/71 
-0.250 

S-2/71 
-0.248 

S-1/71 
-0.249 

S/71 
-0.252 

L/71 
-0.248 

S-4/70 
-0.252 

S-3/70 
-0.250 

S-2/70 
-0.250 

S-1/70 
-0.252 

H/70 
-0.250 

S-5/69 
-0.255 

S-4/69 
-0.253 

S-3/69 
-0.255 

H/69 
-0.252 

H-1/69 
-0.253 

S-6/68 
-0.255 

S-5/68 
-0.255 

H/68 
-0.255 

H-1/68 
-0.253 

H-2/68 
-0.255 

S-7/67 
-0.255 

H/67 
-0.258 

H-1/67 
-0.257 

H-2/67 
-0.259 

H-3/67 
-0.257 

H/66 
-0.258 

H-1/66 
-0.259 

H-2/66 
-0.260 

H-3/66 
-0.261 

- - 
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theory), as reported by Arvizu et. al. [9], was less than that
predicted in this study (4.57 eV) for the same spin state and
geometry, which differed from the observations made in the
case of Ni3 above. In another study by Reuse et al. [20], the
authors pointed out the importance of Jahn–Teller distortion
in predicting the correct structure. They stated that for the
atomic Ni configuration d9s1, d electrons can be ignored;

only the contribution from the s electrons need be
considered. According to the Jahn–Teller theorem, an
electronic system with degenerate energy levels is unstable,
and structural distortion will occur in order to remove this
degeneracy [34]. This is why we observed that the square-
planar tetramer with four valent electrons underwent
structural distortion into the planar rhombus structure.

Table 2 (continued)

H-1/65 
-0.261 

H-2/65
-0.261

H-3/65
-0.262

- - - - 

H-2/64 
-0.264 

H-3/64
-0.262

- - - - - - 

H-3/63 
-0.266 

- - - - - - - - 

- - - - - - - - - - 
- - - - - - - - - - 

56 
-0.289 

56 
-0.285 

56 
-0.284 

56 
-0.288 

56 
-0.285 

55 
-0.294 

55 
-0.289 

55 
-0.293 

55 
-0.289 

55 
-0.290 

54 
-0.298 

54 
-0.300 

54 
-0.302 

54 
-0.301 

54 
-0.300 

53 
-0.308 

53 
-0.300 

53 
-0.304 

53 
-0.302 

53 
-0.301 

52 
-0.310 

52 
-0.304 

52 
-0.304 

52 
-0.309 

52 
-0.304 

51 
-0.314 

51 
-0.310 

51 
-0.314 

51 
-0.313 

51 
-0.310 

50 
-0.314 

50 
-0.316 

50 
-0.316 

50 
-0.314 

50 
-0.315 

49 
-0.324 

49 
-0.319 

49 
-0.321 

49 
-0.325 

49 
-0.319 

48 
-0.330 

48 
-0.334 

48 
-0.333 

48 
-0.326 

48 
-0.333 

47 
-0.357 

47 
-0.355 

47 
-0.360 

47 
-0.347 

47 
-0.356 

46 
-0.436 

46 
-0.431 

46 
-0.436 

46 
-0.434 

46 
-0.432 
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Nygren et al. [15] found that planar D2h was the lowest
energy isomer of all five isomers they tested. Table 1 shows
that the higher spin states are unstable for Ni4 isomers, and
undectet is loosely bound with a binding energy that is four
times smaller than those of the lower spin states.

Pentatomic Ni

We investigated one lowest energy structural isomer of Ni5,
which was reported in earlier studies (both experimental
and theoretical) [9, 13, 17, 19, 20] to have trigonal
bipyramidal geometry. Several spin states (reported in Table 1)
were optimized to a symmetric conformation (D3h) in all
cases, except in the case of undectet, where no convergence
was achieved. We determined that 7Ni5 is the ground-state
structure, whereas 1Ni5 and 5Ni5 are very close in energy,
which is common in transition metal clusters. The primary
factor contributing to this multitude character of states was
the participation of both s and d orbitals in bonding.
Michelini et al. [13] reported the existence of two stable
quasi-degenerate isomers, the septet (C4v symmetry) and
quintet (D3h symmetry), for Ni5. Their study was supported
by the recent [9] investigations of five different topologies of
the Ni5 cluster obtained with VWN (LDA) calculations,
which all converged to three-dimensional structures, with the
quintet bipyramidal state being the lowest, followed by the
septet pyramidal structure. They noted state inversion with
GGA functionals, where the pyramidal structure in the septet
state was the ground state. None of our Ni5 spin states
converged to a pyramidal geometry.

Table 2 displays the molecular orbitals of all spin states
(singlet, triplet, quintet, septet and nonet) for the Ni5
pentamer. This picture can be rationalized using the cluster
(or superatom) orbital concept [35]. Table 2 shows that the
lowest molecular orbital (46 in all multiplicities) is a cluster
s orbital, a fully symmetric combination of atomic p
orbitals. Next, there are 25 combinations of atomic d
orbitals into nonbonding or lone pair orbitals. These are
nearly degenerate and singly occupied in the most stable
spin multiplicity (septet), in agreement with Hund’s rule.
Three cluster p orbitals are found at higher energy. These
are antibonding with respect to some of the cluster atoms.
Table 2 also lists the geometry of the respective spin state at
the top of the table along with the binding energy. The
higher multiplicities are stable (although not as stable as the
septet) due to “no-pair bonding” [36], the electronic effect
that holds together the one-electron system H2

+.

Conclusions

We investigated the geometries and energetics of small (n=2–
5) nickel clusters using a broken-symmetry DFT theory

approach. The hybrid BMK exchange-correlation functional
with an all-electron basis set performed well in this study.
Selected isomers in all possible spin states were investigated
for these four clusters. An exhaustive search for the
geometric isomers, which is presently feasible for tetratomic
systems [37], remains the subject of future investigation. All
of the minima found were characterized by a stability
analysis of the Kohn–Sham determinant in order to ensure
the accuracy of the ground spin state of the respective cluster.
The trends obtained for the energetic and structural proper-
ties experimentally were well reproduced in the present
work. We found that the BMK functional was suitable for
predicting transition metal cluster properties, and this method
can be used to study larger nickel clusters as well as more
complicated transition metal systems.
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Abstract In order to simulate the hydrogen bonding and
proton transfer (PT) in protein-DNA/RNA interactions, a
series of simplified models were employed and investigated
in the gas phase. These models included various neutral,
anionic and cationic glycine-uracil dimers, and their
methylated derivatives generated by the mono- or dimethy-
lation of glycine and/or uracil moieties of the dimer. The
results reveal that the only process that can occur in the
neutral complexes is a double-PT process leading to proton
exchange between the two moieties (i.e., point mutation).
The first methyl substitute can reduce the activation energy
of the PT process and thus promote the isomerization of the
two moieties; further methylation can reduce the isomeri-
zation in only some of the cases. In the anionic complexes,
only the one-way PT (i.e., amino acid → nucleic acid base)
process is energetically favorable, and this PT process is an
interesting barrier-free one (BFPT), with the attached
electron locating itself at the base moiety. Methylation will
disfavor BFPT, but it cannot alter the nature of BFPT. In the

cationic complexes, three different PT processes can occur.
These processes can transform mutually by adjusting either
or both of the methylated sites and methyl number,
indicating that the methylation can regulate the dynamics
of these PT processes.

Keywords Methyl effect . Proton transfer . Charged dimers

Introduction

Rare imino/enol tautomeric transformations of a nucleic
acid base (often simply termed a “base”) can occur via
the concerted transfer of two protons in Watson–Crick
bases, inducing point mutations during the replication of
DNA or RNA [1, 2]. For the adenine–thymine pair, such a
process would lead to a thymine tautomerization, and thus
the mispairing of the bases [3, 4]. For the uracil
tautomerization process, this can also be achieved by
intra- or intermolecular proton transfer (PT). Ultimately,
the “normal” uracil (see Fig. 1) will transform into a rarer
one [5]. These rare tautomers of bases are generally less
stable than the normal form, but can be stabilized by
interacting with cellular components such as amino acids
or ions. For example, phenylalanine is conserved among
all the uracil DNA glycosidases for which sequences are
known [6]. Among all of these DNA glycosidases, it is a
common structural feature for an aromatic enzyme side
chain to stack with a damaged base. Obviously, this side
chain stacking stabilizes the ionized base. Alanine muta-
tion, however, would sacrifice the stacking interactions
with uracil and reduce the stability of the nucleotide-
flipped complex [7]. One structural difference between
alanine and phenylalanine is their side chains. Thus, we
can regulate the stability of the complex by substituting
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different amino acid residues at the phenylalanine sites of
the uracil DNA glycosidase sequences. Studies from
Luscome et al. [8] revealed that only glycine among the
nonpolar amino acids coupled with DNA, and that alanine
and glycine with smaller side chains in the hydrophobic
residues could also form bonds with DNA using their
main-chain atoms. The hydrogen bonding between the
carboxyl oxygen of an amino acid residue and the bases of
DNA/RNA provides the greatest specificity [9], and thus
represents an important interaction among protein-DNA/
RNA interactions.

To investigate the stability of a mutagenic tautomer of
uracil induced by amino acids, Dabkowska et al. [3, 4]
studied the interaction between uracil and glycine at the
density functional B3LYP/6-31++G** level. Their results
revealed that the most stable uracil–glycine dimer (UG1)
was a cyclic structure with the H18 and O6 atoms of the
most stable canonical glycine hydrogen bonding with the
O14 and H20 atoms of the most stable uracil, respectively.
In vivo, however, this interaction mode is not available as
sugar substitutes for the H20 of the uracil. Therefore, the
UG shown in Fig. 1a—the second most stable dimer [4]—
is the most available one. Moreover, the anionic UG form is
also the most stable one among its anionic isomers. Once
the anionic UG is formed or an electron attaches to the
neutral UG dimer, the proton of the glycine moiety will
transfer to the uracil moiety spontaneously. For the most
stable UG1, PT does not take place spontaneously after an
electron is attached, however [10]. A previous study [5]
revealed that the tautomerization of uracil was more
accessible through intermolecular proton exchange (e.g.,
uracil↔glycine) than through the intramolecular PT of an
isolated uracil. Thus, the dimer UG is employed here as an
original model for investigations of one of the potential
point mutations of DNA/RNA bases induced through
interplay with amino acids. There are two different states
of these biologically important anionic base molecules. One
is the dipole-bound anionic state, such as the anionic base,
which has been confirmed theoretically [11] and experi-
mentally [12]. Another is the covalent anionic state, which

is unstable relative to the dipole-bound state [13], but can
be stabilized by interacting with an amino acid. Interest-
ingly, interaction with an amino acid leads to intermolecular
barrier-free proton transfer (BFPT) from the O5 site of the
acid to the O13 of the base (uracil or thymine) [10, 14, 15].
The hydrogenated bases that may result from intermolecular
PT are predicted to play an important role in the mechanism
of DNA and RNA damage [16].

Contrary to interaction with an amino acid, interaction
with an alcohol can inhibit the BFPT of the base [16],
which suggests a good way of regulating the PT or
tautomerization of the base. How about methylating at
either the base or amino acid moieties or both moieties of
the dimer complex? The uracil in Fig. 1a is the most stable
tautomer in the gas and solid phases as well as in solution
[17, 18]. Methyl substitution at C11 can turn the uracil into
thymine. After further methyl substitution at N9, the
thymine will form 1-methylthymine (mT). Both anhydrous
thymine [19, 20] and mT [21] have been studied experi-
mentally with sophisticated techniques. Uracil in RNA and
thymine in DNA are attached to the sugar at their N9 sites.
Thus, this N9 site cannot participate in the tautomeric
process in nucleotides of uracil and thymine. Generally, a
damaged nucleotide can easily be excised by DNA/RNA
polymerases if it is incorporated into a growing DNA/RNA
strand, whereas strong hydrogen bonding with active-site
residues can stabilize a uracil anion that has been removed
from DNA via hydrolysis of the C–N9 glycosidic bond [22,
23]. Thus, the change in the C–N9 bond that occurs under
physiological conditions can be observed if we use mT as a
model to interact with other cellular components. On the
other hand, the canonical glycine conformer in Fig. 1a was
confirmed to be the most stable conformer both experi-
mentally [24, 25] and theoretically [26, 27]. The principal
structure of an amino acid N1RR–C2RR–COOH involves a
carbon backbone with a carboxyl group (COOH), an amino
group (N1RR), and an organic side group (R) of some kind
that is linked to a central, tetrahedrally coordinated carbon
atom (C2). The side groups R of the amino acid in Fig. 1a
can all be H (which corresponds to glycine), or (1) one R =

Fig. 1a–c Interaction mode (a) of U and G (R = H, CH3), and the hydrogen bonds involved (a, b, c)
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CH3 at the C2 site and all the other R = H (corresponding to
alanine), or (2) two R = CH3 at the C2 site and all the other
R = H (α-aminoisobutyric acid, mA), or (3) one R = CH3 at
the N1 site and all the other R = H (sarcosine, S), or (4) two
R = CH3 at the N1 site and all the other R = H (N,N-
dimethylglycine, dmG) [28]. Studies of the interactions of
glycine (G), alanine (A) and mA with base can partly show
the effect of the side chain of the amino acid on the PT.
Furthermore, the interaction of sarcosine or dmG with base
can partly account for the enhancing effect of an amino acid
or a peptide chain on PT.

Thus, in this paper, we will first discuss these neutral
dimers. They are denoted U-G/A/dmA/S/dmG (U series),
T-G/A/dmA/S/dmG (T series), and mT-G/A/dmA/S/dmG
(mT series), and the effect of the methylation of the amino
acid moiety on PT can be observed for them. We also
define G series (G-U/T/mT), A series (A-U/T/mT),…, and
dmG series(dmG-U/T/mT) dimers, in which the effect of
methyl-substituted sequences and sites at the moiety of the
base can be observed. Then we make a comparative study
of the effect of methylation on anionic and cationized
complexes due to the biological significance of low-energy
electronic attachments [29, 30] and excitations [31, 32].
Maul et al. [32] revealed that electron excitation could
induce the dissociation of the C2–C3 bond of an alanine
molecule, a small deformation of glycine, and intramolecular
PT for cysteine. Moreover, the positive charge can readily
migrate from the excitation site along the peptide chain to the
selected site, probably leading to C2–C3 bond breaking or
isomerization [31]. Thus, the aim of present work was to
probe not only the mutation and stability of bases, as
regulated by amino acid interactions in neutral and anionic
states, but also the counteracting actions of different bases on
amino acids in the positive charged state. We hoped that our
work would lead to deep insights into how charge migration
in amino acid (or peptide) chains is regulated by base in
DNA/RNA base–amino acid interaction pairs.

Computational methods

It is expected that the B3LYP and MP2 methods would give
very similar results for the geometrical and vibrational
features of bases [33], and DFT is an excellent compromise
between computational cost and reasonable results. There-
fore, in this article, B3LYP in combination with a
considerably large basis set [6-311++G(d,p)] is adopted
fully. The computed stationary points were characterized as
minima or transition states by diagonalizing the Hessian
matrix and analyzing the vibrational normal modes. In this
way, the stationary points can be classified as minima if no
imaginary frequencies are observed, or as transition states if
only one imaginary frequency is obtained [34, 35].

After geometry optimization and frequency calculations
(without scaling), zero-point energies and the sum of the
electronic and thermal free energies can be obtained. All
computed values are zero-point corrected energies (ZPCE)
unless otherwise noted. Net atomic charges were obtained
using the natural bond orbital analysis (NBO) of Weinhold
et al. [36]. Analyses of the charge/spin distributions and
molecular orbital information were also performed. All
calculations were performed with the Gaussian 03 [37]
software suite.

Results and discussion

Neutral complexes

Figure S1 in the “Electronic supplementary material” (ESM)
displays the geometric structures, selected parameters and
relative energies of the UG complex and fourteen methyl-
substituted derivatives of it (including transition states as
well as the anionic PT products). A series of PT processes
can also be observed in the figure. Only the activation
energies of these PT processes are listed in Table 1. Results
reveal that only double-PT processes are available in the
neutral UG complex and its methyl-substituted derivatives.

Effect of methyl substitution in uracil on double-PT
processes

G series

Double PT in the UG dimer favors the isomerization of the
uracil species due to its lower activation energy. For
example, the most stable uracil U can transform into the
third most stable isomer uracil U3 by exchanging protons
H19 (N7 site of uracil) and H18 (O5 site of glycine) when
interacting with an amino acid (see Fig. 1). Table 1 shows
that the activation energies of the interconversions are only
10.3 (U→U3) and 1.5 (U3→U) kcal mol−1, respectively.
The isomerization of the most stable uracil can also be
achieved by transferring H19 from its N7 site to its O13
site; i.e., by intramolecular PT (see details in [5]). The
intramolecular PT process, however, costs as much as
41.7 kcal mol−1 in activation energy, and the reverse
process (U3 → U) also requires 29.4 kcal mol−1 [5]. It is
quite obvious that such a high energy disfavors the
interconversion of the two equilibrium structures within
the reproduction periods of typical biological species.
However, this high activation energy can be greatly reduced
by interacting with an amino acid [3, 4], which indicates the
importance of the interaction for stabilizing the base
isomers and establishing biomaterials such as RNA,
cellulose [38], and other carbohydrates [39].
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The activation energy of PT in the TG complex is
1.1 kcal mol−1 less than that in the UG complex, indicating
that methylation at the C11 site of uracil is favorable to PT
in the TG dimer and thus to the isomerization of the T
species. In fact, the potential energy surfaces (PESs) of PT
shown in Fig. 2 imply that the product TG-2H will convert
to the reactant TG instantaneously, even if PT occurs. This
is confirmed by the lower energy of the transition state
compared to the product (0.4 kcal mol−1) after including
ZPCE (compare the PES in Fig. 2a with that in b). As
reported by Pople et al. [40], the corresponding double PT
does not exist in such processes, and the energy of the
transition state is very sensitive to and extremely dependent
on the ZPCE. Such ZPCE-dependent cases have also been

observed in the PT processes of clusters formed by
protonated bases (cytosine, uracil, thymine, and adenine)
and ammonia [41].

As an extension, we further investigate the PT of a
dimethylated product of uracil, mT, which is induced by
interaction with glycine. Calculations reveal that further
methylation at the N9 site of uracil decreases the PT
activation energy by 0.1 kcal mol−1. This indicates a more
favorable PT process, although the decrease in energy is
very small, and may even arise from calculational errors
relating to B3LYP. The energy of the PT product mTG-2H
is also lower than that of both the reactant mTG and the
transition state, implying that the PT product is more stable.
In the transition state of mTG → mTG-2H, O13–H18
(1.086 Å) and N7–H10 (1.270 Å) are shorter than the
corresponding bonds of UG → UG-2H and TG → TG-2H,
which indicates that mT (a dimethylated product of uracil)
has a greater ability to attract two protons. As a result, we
obtain a stable product (mTG-2H) after PT of the mTG.
More importantly, the result reveals the different effects of
methyl substitution at different sites in uracil on PT. We can
also keep the product TG-2H stable by performing further
methylation at the N9 site (TG-2H→mTG-2H).

Other amino acid series

For the A, mA, S and dmG series, their activation energies
are all far lower than that of the intramolecular PT process
for U↔U3, and they are also lower than those of the
corresponding G series. A comparison reveals, however,
that only the first PT process of each series (i.e., UA→UA-

Fig. 2a–b PESs with ZPCE (a) and without ZPCE (b) for the double-
PT process of TG at 298 K

Table 1 Activation energies (ΔE) of a series of PT processes (kcal mol−1)

Neutral PT process ΔE Anionic PT process ΔE Cationic PT process ΔE

UG→UG-2H 10.3 ani-UG→ani-UG-1H No cat-UG→cat-UG-1H No

TG→TG-2H 9.2 ani-TG→ani-TG-1H No cat-TG→cat-TG-1H 0.5

mTG→mTG-2H 9.1 ani-mTG→ani-mTG-1H No cat-mTG→cat-mTG-1H 3.8

UA→UA-2H 8.8 ani-UA→ani-UA-1H No cat-UA→cat-UA-1H No

TA→TA-2H 9.0 ani-TA→ani-TA-1H No cat-TA→cat-TA-1H −1.6(0)
mTA→mTA-2H 8.8 ani-mTA→ani-mTA-1H No cat-mTA→cat-mTA-1H −1.9(0.2)
UmA→UmA-2H 8.7 ani-UmA→ani-UmA-1H No cat-UmA→cat-UmA-1H No

TmA→TmA-2H 9.0 ani-TmA→ani-TmA-1H No cat-TmA→cat-TmA-1H 0.6

mTmA→mTmA-2H 8.8 ani-mTmA→ani-mTmA-1H No cat-mTmA→cat-mTmA-1H −1.5(0)
US→US-2H 8.9 ani-US→ani-US-1H No cat-US→cat-US-1H −1.8(0.1)
TS→TS-2H 9.1 ani-TS→ani-TS-1H No cat-TS→cat-TS-1H 1.5

mTS→mTS-2H 9.0 ani-mTS→ani-mTS-1H No cat-mTS→cat-mTS-1H −1.9(0)
UdmG→UdmG-2H 8.9 ani-UdmG→ani-UdmG-1H No cat-UdmG→cat-UdmG-1H −1.2(1.2)
TdmG→TdmG-2H 9.2 ani-TdmG→ani-TdmG-1H No cat-TdmG→cat-TdmG-1H −1.6(0)
mTdmG→mTdmG-2H 9.0 ani-mTdmG→ani-mTdmG-1H No cat-mTdmG→cat-mTdmG-1H No

Data in parentheses are activation energies without ZPVE corrections
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2H for the A series, UmA→UmA-2H for the mA series,
US→US-2H for the S series, and UdmG→UdmG-2H for
the dmG series) is available. The four reactants in the four PT
processes actually belong to the U series and will be discussed
in detail in the following section. The PT processes in the
other amino acid series are inaccessible due to the equivalent
or even higher energies of the PT products relative to those of
the corresponding transition states.

Effect of methyl substitution in glycine on double-PT
processes

After methylation at the C2 site of glycine, the glycine
becomes alanine, and then UG becomes UA. Correspond-
ingly, the G series becomes the A series. Table 1 shows that
the activation energy in the UA→UA-2H process is lower by
1.5 kcal mol−1 than that in the UG → UG-2H one, indicating
that methylation at the C2 site of glycine favors double PT.
Dimethylating at the C2 site of the glycine causes UG to
become UmA and the activation energy for PT to fall further,
to 0.1 kcal mol−1. This reveals that methylation of the C2
site of glycine favors DNA base isomerization.

Methylation at the N1 site of glycine can turn glycine
into sarcosine. Accordingly, the activation energy for PT in
US→US-2H is 1.4 kcal mol−1 lower than that in UG→UG-
2H. Dimethylation at the N1 of G, causes glycine to turn
into dmG. A comparison shows that the activation energy
for PT in the UdmG→UdmG-2H process is equivalent to
that (8.9 kcal mol−1) for US→US-2H. This energy is higher
than those for the UA→UA-2H and UmA→UmA-2H
processes, implying that methylation at the C2 site instead
of N1 of the glycine is more favorable to PT.

In a word, there are realizable UX →UX-2H processes
(X = G, A, mA, S, dmG) for all of these UX complexes.
This implies that the process U↔ U3 can be accomplished
and regulated at lower energy by interacting with a different
amino acid X. By contrast, methylation at either the C2 site
or the N1 site of glycine can facilitate isomerization. In
addition to the PT processes of the U series, only the mTG→
mTG-2H and mTS→ mTS-2H processes in the other base
series have stable PT products. Thus, the isomerization of
uracil or thymine can be carried out or regulated by
methylating at different sites and altering the number of
methylations of the amino acid.

Anionic complexes

Effect of methyl substitution in uracil and/or glycine
on geometries and PESs

Anionic UG (ani-UG) and its methyl-substituted derivatives
have two features in common: (1) the unpaired electron
localizes on a π* orbital of the base moiety (Fig. S2 of the

ESM), similar to the valence anion of the isolated uracil [10,
14]; (2) there are BFPTs where one proton transfers from the
carboxylic group of the amino acid moiety to the O13 atom of
the base moiety (Fig. S1 of the ESM). The base moiety and
the amino acid moiety bind much more strongly to each other
after BFPT, as verified by the shortened hydrogen bonds
between them. The driving force for the PT is the excess
electron [14], which primarily localizes in the C10–C11–C12–
O13 region of the uracil moiety. This phenomenon is
consistent with earlier reports that the O13 site of uracil is
susceptible to intermolecular PT in anionic complexes
involving a uracil molecule and a weak acid [10, 14, 15].

The effects of methylating the uracil and/or glycine
moiety on these BFPT processes are not striking (see
Fig. 3). Figure 3a shows the adiabatic PES of the PT
process (i.e., H18 → O13) for each of these fifteen
complexes, and Fig. 3b presents the energy difference
between the saddle-point structure and the corresponding
anionic PT product shown in Fig. S1 of the ESM. The start
length of the O5–H18 bond in Fig. 3a is 0.85 Å. The O13–
H18 distance becomes 0.85 Å after PT. Clearly, all of these
PT processes are energy free and thermodynamically
favorable. Figure 3b shows that the differences for the G
series are 3.3 (TG), 3.5 (UG), and 4.1 kcal mol−1 (mTG),
respectively; whereas the corresponding differences for the
A series are 3.8 (TA), 3.9 (UA), and 4.7 kcal mol−1 (mTA).
Comparisons reveal that the differences for the other amino
acid series lie between these two extremes. These data
indicate that methylation at the C2 site of glycine is the one
that is most energetically unfavorable to BFPT, although PT
of dimers of the anionic A series is still spontaneous. On
the other hand, the mT series among the base series have
the most potential to inhibit BFPT, whereas the T series has
the least. The U series lies between these two extremes. On
the whole, the nature of the BFPT is unchanged, no matter
which site or how many sites are methylated at either or
both moieties of the ani-UG dimer.

Vertical detachment energies (VDEs) of these BFPT
products

Due to the extra stabilization for the excess electron
provided by the transferred proton, the VDE values of
ani-UG-H and its methyl-substituted derivatives are about
28.0 kcal mol−1 higher than that of the isolated anionic
uracil. Moreover, the electron is mainly found on the base
moiety (Fig. S2 of the ESM). This indicates that the excess
electron could have a stronger affinity for the protonated
base species, and favors the stabilization of the dimer. This
is why proton H18 of the amino acid species transfers to the
O13 site of the base moiety spontaneously. The VDEs of
these PT products are in the range 42.7∼49.4 kcal mol−1,
which agrees well with the value (44.5 kcal mol−1) for ani-
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UG-H reported by Gutowski et al. [10]. Generally, the
values in Table S1 of the ESM systematically decrease as
the number of methyl substitutions in the base moiety
increases. These larger VDE values indicate that the base
species will bind H18 strongly.

Note that not every mode of the anionic uracil–
glycine dimer undergoes BFPT upon the attachment of
an excess electron. For example, the neutral UG′ in
Fig. 4 is the third most stable among its isomers [4]. Its
anionic dimer ani-UG′ is linked by H19…O6 and O14…
H18 bonds. Obviously, the initial H18 of the glycine does
not transfer to the uracil moiety spontaneously to form
ani-UG′-1H when the anionic dimer ani-UG′ is formed.
Thus, we can predict that in this combined anionic
structure, some activation energy is required if H18 is to
transfer to O14. A similar phenomenon in which the
electron was also located at the uracil moiety was also
observed in anionic UG1 complexes by Gutowski et al.
[10]. In combination with the HOMO results for the
BFPT products in Fig. S2 of the ESM, we can expect that
the extra electron in each of these anionic complexes will
always position itself on the base moiety whether PT

happens or not. From the point of view of VDE, the VDE
of ani-UG′ (29.4 kcal mol−1) is about half of that of ani-
UG-H (46.4 kcal mol−1), indicating that electron detach-
ment in the latter structure is far harder to achieve than in
the former. Figure 4 shows that the excess electron still
positions itself on the uracil moiety of ani-UG′. Thus, less
VDE also implies that the excess electron in the ani-UG′
dimer attracts H18 of the glycine species rather weakly,
disfavoring PT. This is why the ani-UG′ mode cannot
transfer the proton spontaneously.

Cationic complexes

Effect of methyl substitution in uracil and/or glycine
on geometries and the driving force for BFPT

Effect of methyl substitution in uracil and/or glycine
on the length of the C2–C3 bond

BFPT occurs in most of the cationic complexes, just as it
does in their anionic counterparts. In these cationic
complexes, H18 departs from O5 and transfers to O13.

Fig. 3a–b a PES for the BFPT process in each of the fifteen anionic
complexes. b Energy of the saddle point relative to the corresponding
anionic PT product of each PES curve in a. The energy paths for the

PT processes in a involve the transfer of H18 from the carboxylic
group of the amino acid moiety to the O13 atom of the base moiety

Fig. 4 HOMOs of UG′, which does not undergo BFPT upon the attachment of a charge
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The C2–C3 bond lengths in all of the cationic complexes
(see Fig. S3 of the ESM and Fig. 5) are extended by 0.093–
0.543 Å compared to their corresponding neutral counter-
parts. The length of the C2–C3 bond also increases as the
number of methyl substitutions in the uracil moiety
increases. Methylation at the C2 site of the alanine moiety
can also lengthen the bond. Multi-methylation at both
moieties of the cat-UG dimer sometimes results in a
conflicting effect. For example, the C2–C3 distance [i.e.,
2.087 Å (cat-UmA-1H) > 2.045 Å (cat-TmA-1H, in Fig. 5) >
2.004 Å (cat-mTmA-1H)] decreases as the number of methyl
substitutions in the base moiety increases. In fact, the bonds
in cat-UmA-1H, cat-TmA-1H, and cat-mTmA-1H are
broken, as confirmed by not only the long bond lengths
(>2.0 Å) but also the positive charge distributions on both of
the adjacent atoms. The bond lengths in TmA and cat-TmA
are almost the same (1.539 vs 1.544 Å), however, suggesting
that PT plays a key role in the dissociation of the bond. For
complexes in the cat-G, cat-A and cat-S series, the C2–C3
bond in the PT product is also extended, but it is not broken,
whereas the bond is broken in the isolated cationic alanine
[32]. This result indicates that the interaction with the base
can partially inhibit the dissociation of the C2–C3 bond.
Only dimethylation at the C2 site of glycine (i.e., the cat-mA
series) can induce C2–C3 dissociation.

Classes of BFPT processes

The PT products of the cationic complexes with BFPT in
Fig. S3 of the ESM have similar structures to their anionic
counterparts, as H18 transfers from the amino acid moiety to
the base in all of these anionic and cationic complexes. The
charge distributions in all of these cationic products is
mainly concentrated on the base moiety (0.813∼0.985),
whereas the HOMO and the remaining unpaired electron are
mainly located on the amino acid moiety (0.979∼0.997). We
can further subdivide these BFPT products into two classes,
(a) direct BFPT products and (b) ZPCE-dependent ones.
Obviously, the products of class (a) are cat-UG-1H, cat-UA-
1H, cat-UmA-1H, and cat-mTdmG-1H, which can be
obtained directly by optimizing their reactants, as done for
the anionic complexes. The complexes in class (b), however,
are sensitive to their ZPCE, so their PT processes are
complicated and need to be explored in detail.

Features of the BFPT processes in class (b)

There are seven BFPT processes in class (b). In the process
cat-TA → cat-TA-1H, the reactant can be turned into the
product without needing to surmount an energy barrier, due
to the equivalent energy of cat-TA and its transition state.
The energy of cat-TA-H is 1.2 kcal mol−1 lower than those
of both cat-TA and its transition state. Including ZPCE, the

transition state is found to be the most stable in energy
(−1.6 kcal mol−1), indicating that it is more favorable to the
stability of the system to have H18 resonating between the
base and amino acid species of the transition state.
Likewise, the transition states in the cat-US → cat-US-
1H, cat-UdmG → cat-UdmG-1H and cat-TdmG → cat-
TdmG-1H processes are more stable than both the reactant
and the product after the ZPCE has been included. Relative
energy comparisons show that these four processes are
characterized by similar stabilities of the reactant and the
PT product. From the perspective of charge and electron
distributions, we find that the first process is a PT one
accompanied by charge and electron exchange. It can also
be confirmed that the electron spin (0.374 vs. 0.626) and
charge (0.402 vs. 0.598) distributions on the base moiety
hardly differ from those on the amino acid in cat-TA,
whereas the spin and charge distributions are each located
almost entirely on different moieties after PT: 98.5% of the
charge is on the base, while 98.9% of the electron spin is on
the amino acid moiety in cat-TA-1H, respectively. Mean-
while, the two distributions in the transition state are almost
intermediate between those in the reactant and the product,
and H18 in the transition state carries a charge of +0.668. By
comparison, in another three processes, the unpaired electron
always positions itself on the amino acid moiety, and only the
location of the charge distribution changes before and after
PT, indicating these are three “pure PT” processes that do not
involve electron transfer. From a structural point of view, the
H-bond lengths in the transition states of these three processes
[O13-H18 (1.222, 1.139, 1.269 Å) and H18-O5 (1.197, 1.296,
1.160 Å)] are shorter and very similar to each other, implying
that H18 is the bridge in the base…amino acid resonance
structures of the three transition states. Obviously, the
resonance structure favors the greater stability of the
corresponding transition state structure. In the first process,
the lengths of the two hydrogen bonds are 1.424 and 1.070 Å;
very different from each other.

Besides the four BFPT processes with lower-energy
transition states mentioned above, there are another three
BFPT processes in class (b): cat-mTA → cat-mTA-1H, cat-
mTmA → cat-mTmA-1H, and cat-mTS → cat-mTS-1H.
One feature that these three processes have in common is
that their products are all several kcal mol−1 in energy lower
than their corresponding reactants and transition states if the
ZPCE is included. Moreover, their transition states (at the
saddle point on the PES) are lower in energy than their
corresponding reactants. Without ZPCE, all three reactants
have the same energies as their transition states. Part of the
unpaired electron on the base moiety and part of the charge
on the amino acid in each reactant will transfer to the amino
acid moiety (spin>90%) and the base (charge>90%) in the
PT product, respectively, which indicates that both PT and
electron transfer are involved in the last three reaction
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processes. As well as the driving force from the stronger
stability of the PT product, the electron transfer makes a
favorable contribution to the three BFPT processes.

Effect of methyl substitution in uracil and/or glycine
on the BFPT processes

Methylation at the base moiety will decrease the energy of
both the transition state and the PT product relative to the
nonmethylated ones. For example, the energies of cat-mTA-
1H and its transition state are −5.6 and −1.9 kcal mol−1,
respectively. Both are lower in energy than their counter-
parts, cat-TA-H and its transition state (ts). This phenom-
enon can also be observed by comparing cat-mTS-1H/ts
and cat-US-1H/ts, and by comparing cat-UdmG-1H/ts and
cat-TdmG-1H/ts. Methylation at different sites on the
amino acid moiety will lead to different effects. For
example, methylation at the C2 site reduces the energy of
the PT product but increases that of the transition state
(comparing the processes of cat-mTA → cat-mTA-1H and
cat-mTmA → cat-mTmA-1H); methylation at the N1 site,
however, can increase the energies of both the product and
the transition state (comparing cat-US → cat-US-1H and
cat-UdmG → cat-UdmG-1H). Thus, it is possible to
regulate the reaction dynamics of these BFPT processes
by methylating at different sites on a moiety or on a
different moiety of the reactant. We claim that these BFPT
processes are involved in proton transfer, not hydrogen
atom transfer, due to two factors. One is that most of the
positive charge (>0.9) is located at the base moiety in all of
these PT products; the another is that about half of the
positive charge is located on H18 in the transition state (see
ts). For the anionic complexes, the excess electron is mainly
located on the base species in the covalence-bound mode,
just as it is for the isolated base [42]. The calculated charge
distribution shows that the amino acid moiety possesses a
charge of over −0.8. The H18 atom of the amino acid
moiety transfers to the base moiety spontaneously. This
implies that the transferred hydrogen is a single proton; this
induces an anionic deprotonated amino acid moiety and a
protonated base one. In this case, the base moiety still has a
charge of about −0.16, indicating that the excess electron is
still located at the base moiety. Thus, the single PT
processes that occur in all of these anionic complexes are
electron-assisted spontaneous ones.

PT processes requiring activation energy

Features of PT processes

Besides these BFPT cationic complexes, Fig. 5 displays
another four dimers: cat-TG, cat-mTG, cat-TmA and cat-
TS. These dimers require extra energy to facilitate proton

transfer. Their PT products are lower in energy than their
corresponding reactants and transition states, demonstrating
that the PT products are more stable than the reactants and
are able to exist stably. Interestingly, the activation energies
of these PT processes are not large (0.5∼3.8 kcal mol−1),
indicating the kinetic feasibility of the PT. The HOMOs of
the four reactant dimers are located on both the base and
amino acid moieties, as mentioned above. The spin
distribution over each moiety is in excellent agreement
with the HOMO distribution. For example, the HOMO of
cat-TS shows that the electron is mainly located on the S
moiety, which is highly consistent with the spin distribu-
tions of both moieties (T: 0.120 vs. S: 0.880). The charge
distributions show that most of the charge on these dimers
(except for cat-mTG) is located on the AA moiety,
however. Once the PT products have formed, the charge
will redistribute, and almost all of the charge congregates
on the amino acid moiety. Cat-mTG is the only dimer that
has more charge on the base moiety (0.510) than on the
amino acid one (0.490), highlighting the potential difficulty
involved in achieving PT from the amino acid moiety to the
base one. The largest activation energy of 3.8 kcal mol−1 in
the cat-mTG→cat-mTG-1H process also suggests this
difficulty. By contrast, the activation energies in the cat-
TG→cat-TG-1H and cat-TmA→cat-TmA-1H processes are
lower and almost identical (0.5∼0.6 kcal mol−1), indicating
two accessible PT reactions. The activation energy in the
cat-TS→cat-TS-1H process is 1.5 kcal mol−1, larger than
that in the above two processes. The reactants in the latter
three processes differ in their amino acid moieties (glycine,
mA and sarcosine). Thus, their different activation energies
lead to two different methylation effects: methylation at the
C2 site will hardly affect the kinetics of PT, but methylation
at the N1 site will hinder PT. This observation is similar to
that noted for the above BFPT processes.

These PT processes are concerted ones, with electron
transfer from the base to the amino acid and PT (or charge
transfer) from the amino acid to the base. For example, in
the transition state of the cat-TG→cat-TG-1H process, the
charge on the proton is 0.498 and the distance H18–O5 is
1.106 Å, indicating that H18 is still located at the AA
moiety and holds a positive charge. Moreover, the HOMO
(or electron spin) has moved partly from the initial base
moiety to the amino acid. In the product of cat-TG-1H, the
base moiety holds almost a whole unit of charge (0.894)
and the H18–O5 distance has also extended to 1.644 Å.

Fig. 5 Single-PT processes with their activation energies (left side),
and the corresponding charge (in normal font) and spin (in bold)
distributions (in a.u.) as well as HOMOs (right side) for some cationic
complexes. The PES sketches include ZPCE. NAB nucleic acid base,
AA amino acid moiety. Bond lengths are in angstroms and energies are
in kcal mol−1

�
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Meanwhile, the HOMO is almost completely located on the
amino acid moiety (spin: 0.989). It is worth noting that the
C2–C3 bonds in the reactant, transition state and product in
the cat-TmA→cat-TmA-1H process are 1.539, 1.639 and
2.045 Å in length, respectively, indicating that bond
dissociation is slower and governed by PT and charge
migration [31]. It is interesting that the cat-TmA reaction
has a much lower minimum (to cat-TmA-1H), −8.1 kcal
mol−1, than the other three reactions (which are in the range
of −2.5 to −4.2). Analysis shows that cat-TmA is the only
dimer with like charges on its C2 (−0.109) and C3 (−0.172)
atoms. Thus, the poorer stability of cat-TmA derives from
the stronger like-charge repulsion between the C2 and C3
atoms. On the other hand, an extended or dissociated C2–
C3 bond will enhance the stability of the complex. This is
why the PT product cat-TmA-1H has greater stability and a
longer C2–C3 bond (2.045 Å) than its reactant cat-TmA
(1.539 Å).

Directions of charge migration in the four cationic dimers
that require activation energy for PT

It can be seen from Fig. 5 that the charge is mainly located
on the amino acid moiety (>0.5) in the three reactants cat-
TG, cat-TS, and cat-TmA before PT. However, the charge
in cat-mTG is mainly distributed on the base moiety
(0.510). Once PT has occurred, most of the positive charge
in these PT products migrates to the base moiety. This
charge greatly facilitates the PT, as all of the PT processes
in the neutral complexes require significant activation
energies, whereas those in the cationic ones require less or
even no activation energy. In a peptide, the charge prefers
to move from the ring group (which is electron rich) at one
end of the peptide to the N-terminus at another end [31]. In
dimer systems with intermolecular PT, it also easily
migrates, but most of the charge moves from the amino
acid moiety to the base moiety. This is just the opposite to
the direction of charge migration in a peptide [31]. This
difference may be due to the exchange of positive charge
and an electron between the two moieties in the cationic
dimers. Identical directions of charge transfer can be
observed for the BFPT processes in Fig. S3 of the ESM.

Switch effect

Recently, an interesting observation was reported by
Bickelhaupt’s group [43]. They noted that the hydrogen
bonds between guanine and cytosine would deform and act
as a supramolecular switch (the “switch effect”) when an
anion or cation was substituted onto the guanine or cytosine
in the GC pair. The switch effect was also an important
factor for inducing a point mutation. Thus, in the present
work, we also probed this type of switch effect in the

neutral and charged UG and its methylated derivatives (see
Fig. 1b and c).

Obviously, the difference (Δr) between r1 (the O13…
H18–O5 distance) and r2 (the N7–H19…O6 distance) can
be taken as an approximate parameter for estimating the
degree of switching (Table 2). The Δr values of neutral
complexes with a methylated amino acid moiety are less
than those of complexes with a methylated base moiety, so
the switch effect is less prominent in the former type of
complex. In the charged complexes, Δr is obviously much
larger, indicating a strong effect of charge on the switch
effect. For anionic complexes, Δr increases with the
number of methyl substitutions in the base moiety, whereas
it decreases with the number of methyl substitutions in the
amino acid moiety. These results suggest a marked switch
effect in the above species. As expected, the switch effect in
the cationic complexes shows different behavior. For
example, the differences between r1 and r2 for the cat-U
series are 0.236 (cat-UG-1H), 0.270 (cat-UA-1H), 0.247
(cat-UmA-1H), 0.267 (cat-US-1H) and 0.244 Å (cat-
UdmG-1H), respectively; for the cat-G series they are
0.236 (cat-UG-1H), 0.244 (cat-TG-1H) and 0.240 Å (cat-
mTG-1H), respectively. The results indicate that the
methylation at either C2 or N1 on glycine can greatly open
the switch. However, further methylation at one of the two
sites will close the switch somewhat. Methylation at the
base moiety also yields a similar effect.

Based on the above discussions, we can conclude that
the charge plays an important role in the switch effect by
opening or closing the r1 and r2 “mouth” of the UG dimer
and its various methylated derivatives. Methylation mainly
affects the configuration of the complexes to some degree.

Conclusions and remarks

A systematic study on the potential interactions between
DNA and RNA-protein was performed, using simplified
models for the UG dimer and its various methylated
derivatives as well as their corresponding charged species.
This study allowed the following important conclusions to
be drawn.

Intermolecular proton exchange is enhanced if hydro-
gens are replaced with methyls in the base moiety of each
neutral complex in the amino acid series. This is also true if
hydrogens are replaced with methyls in the amino acid
moiety of each complex in the base series. These results
imply that the induction of a point mutation by PT in the
DNA/protein interaction would be more feasible than in the
RNA/protein interaction. When ZPCE is not included, the
order of PT activation energy is: T series > U series > mT
series. When ZPCE is included, the activation energies of
the corresponding dimers in the U series and the mT series
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are almost identical. Above all, the energies of some of the
neutral products of double PT are larger than those of the
corresponding transition states when ZPCE is included,
indicating that double PT is not available. A similar
phenomenon was also observed in protonated base–ammo-
nia complexes [41].

Attaching an extra electron can induce the BFPT of H18
from the carboxylic group of the amino acid moiety to the
O13 atom of the base moiety (i.e., one-way PT). The PT
will result in protonated and deprotonated species for the
base and amino acid moieties, respectively. Thus, the
driving force for the BFPT is the stabilization of the excess
electron. This is a PT process with electron assistance.
Methylation at the amino acid moiety will disfavor the
BFPT, but it is insufficient to turn the BFPT into a PT
process that requires energy. Thus, such methylation can be
used to fine-tune the BFPT. In fact, it is the most effective
method of inhibiting the BFPT completely to alter the mode
of interaction of the base and amino acid; i.e., we can
change the BFPT process into the a process that requires
activation energy by changing the mode of interaction of
the base and amino acid [10]. Moreover, methylation in a
complex with such an interaction mode favors rather than
inhibits proton exchange.

A positive charge can result in not only BFPT but also
extended C2–C3 distances in the seven dimers compared to
the case with electron attachment [32]. The driving force
for this PT differs from that seen in anionic complexes. In
anionic PT products, the extra electron is located at the base
moiety, and the moiety is also a proton acceptor. In the
seven cationic complexes, the amino acid moiety becomes
an electron acceptor and a proton donor, whereas the base

moiety is the charge/proton acceptor. These BFPT process-
es can be divided into two classes: direct BFPT processes
and ZPCE-dependent ones. For the latter, the energies of
some transition states are lower than those of the
corresponding reactants and PT products once the ZPCE
is included. Analyses show that only the cat-UdmG → cat-
UdmG-H and cat-TdmG → cat-TdmG-H processes are pure
PT (or charge transfer) processes. The other five ZPCE-
dependent processes are concerted ones, with both PT (or
charge transfer) and electron transfer. In addition, there are
four different methylations that require some activation
energy to turn cat-UG into cat-UG-1H. These are: mono-
methylation at the C11 site of the uracil (cat-TG),
dimethylation at the C11 site of the glycine (cat-mTG),
both mono-methylation at the C11 site of the uracil and
dimethylation at the C2 site of the glycine (cat-TmA), and
mono-methylation at the C11 site of the uracil and at the N1
site of the glycine (cat-TS).

In all of these cationic dimer systems, the original charge
on the amino acid moiety easily migrates to the ring-
structure base moiety, whereas the unpaired electron on the
base moiety transfers to the amino acid moiety after PT.
The direction of charge migration is opposite to that seen in
a peptide [31]. The migration also induces the extension or
even dissociation of the C2–C3 bond of the amino acid
moiety, as it was found to in a peptide main chain [32].
Hence, we can regulate the magnitude of the activation
energy of PT and the degree of extension of the C2–C3
bond in a DNA/RNA-protein system by altering the site(s)
or number of methylations. Charge plays a more important
role in determining whether the dimer switch is open or
closed, whereas methylation mainly affects the configura-

Complexes Neutral Anionic Cationic

r1 r2 Δr r1 r2 Δr r1 r2 Δr

UG-1/2H 2.686 2.867 0.181 2.541 2.831 0.290 2.648 2.884 0.236

UA-1/2H 2.711 2.876 0.165 2.579 2.846 0.267 2.612 2.892 0.280

UmA-1/2H 2.713 2.873 0.160 2.579 2.837 0.258 2.642 2.889 0.247

US-1/2H 2.710 2.876 0.166 2.581 2.848 0.267 2.581 2.848 0.267

UdmG-1/2H 2.716 2.876 0.160 2.579 2.844 0.265 2.557 2.819 0.262

TG-1/2H 2.684 2.873 0.189 2.538 2.837 0.299 2.653 2.897 0.244

TA-1/2H 2.708 2.880 0.172 2.579 2.847 0.268 2.644 2.894 0.250

TmA-1/2H 2.709 2.878 0.169 2.579 2.846 0.267 2.648 2.895 0.247

TS-1/2H 2.707 2.882 0.175 2.580 2.848 0.268 2.592 2.846 0.254

TdmG-1/2H 2.710 2.884 0.174 2.576 2.848 0.272 2.555 2.809 0.254

mTG-1/2H 2.683 2.890 0.207 2.537 2.851 0.314 2.666 2.906 0.240

mTA-1/2H 2.698 2.886 0.188 2.576 2.849 0.273 2.656 2.905 0.249

mTmA-1/2H 2.700 2.883 0.183 2.575 2.849 0.274 2.659 2.900 0.241

mTS-1/2H 2.697 2.888 0.191 2.577 2.849 0.272 2.607 2.857 0.250

mTdmG-1/2H 2.702 2.887 0.185 2.575 2.848 0.273 2.571 2.820 0.249

Table 2 Hydrogen bond
lengths (Å)

The lengths in all these com-
plexes are for the PT products,
since lengths in most of the
corresponding charged reactants
before PT are not available. Only
the lengths in the neutral PT
products are comparable to those
in the charged products. Calcu-
lated at the B3LYP/6-31++G**
level. Δr=r2 − r1
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tion of the dimers, and can be used to regulate the switch to
a certain extent.

Although the model employed in the paper is simple,
and represents only one of the potential modes of RNA/
DNA-protein interaction, it still provides a lot of valuable
information. For example, point mutations induced by the
isomerization of uracil or thymine bases of RNA/DNA can
be inhibited by binding charged amino acids, or point
mutations can be intensified by binding uncharged amino
acids, as discussed above. Other modes of base–amino acid
interaction will be probed in the near future so that more
comprehensive RNA/DNA-protein interactions can be
simulated in simplified models.
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Abstract Host-guest interactions of permethylated β-
cyclodextrin (PM-β-CD) with methyl mandelate enan-
tiomers ((R/S)-MMA) were simulated using semiempirical
PM3 and ONIOM (B3LYP/6-31G(d):PM3) method. The
chiral recognition mechanism of (R/S)-MMA enantiomers
on PM-β-CD was investigated. The binding energies for all
orientations considered in this research are reported. The
most stable geometry structures of the two complexes are
different. The benzene ring of (R)-MMA locates horizon-
tally approximately on the wider edge of the PM-β-CD
cavity, but the aromatic ring of (S)-MMA is deeply
included into the hydrophobic cavity. Furthermore, the
results of NBO analysis show that the main driving forces
in the inclusion process of PM-β-CD with (R/S)-MMA are
hydrogen bonding interaction, dipole-dipole interaction,
charge-transfer and hydrophobic interaction. The stabiliza-
tion energy of the (R)-MMA/PM-β-CD complex is lower
than that of the (S)-MMA/PM-β-CD complex. Moreover,
the chiral carbon in MMA of (R/S)-MMA/PM-β-CD
complexes are close to the C2 and C3 in the glucose unit.
The chiral recognition mechanism is thus closely related to
the chiral environment provided by C2 and C3 in the
glucose unit and the degree of (R/S)-MMA and PM-β-CD
inclusion.

Keywords Chiral recognization . Inclusion interaction .

Methyl mandelate . NBO . ONIOM . Permethylated
cyclodextrin . PM3

Introduction

If the amylose fraction of starch is degraded by glucosyl-
transferases, one or several turns of the amylose helix are
hydrolyzed off and their ends are joined together, thereby
producing cyclic oligosaccharides called cyclodextrins
(CDs) or cycloamyloses (CAs) [1]. Commonly, CDs refers
to the cyclic oligosaccharides with 6, 7, and 8 residues
named α-, β-, and γ-CD, respectively. CAs, also called
large-ring cyclodextrins, have many more residues per
cycle. CDs and CAs are both important in their own right
because they can sequester guest molecules in their internal
cavities and can function as adsorbents or time-release
agents [2]. Generally, CDs molecules are more suitable to
accommodate small guest molecules which fit spatically
within the cavities formed by the annular structures [1]. The
molecular form of CDs can be characterized as truncated
cones with the secondary hydroxyl groups located at the
wider edge of the ring and the primary hydroxyl groups on
the narrower edge, so the inner side of the cavity is
hydrophobic and the outer side is hydrophilic. Due to this
unique chemical structure of CDs, they are easy to form
inclusion complexes with a great variety of guest molecules
without covalent bond. The resultant inclusion complexes
frequently exhibit obvious differences in their physico-
chemical properties of guest molecules (such as water
solubility, the bioavailability, the stability of drug mole-
cules, and so on) [3–5]. Furthermore, CDs can form
diastereomeric complexes with chiral guest molecules
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because of the chiral character of the D-glucose units. This
property offers the possibility to utilize CDs-based materi-
als in the field of the enantioselective separation of chiral
compounds. They, as chiral recognition selectors, have been
widely used in separation of enantiomers of chiral com-
pounds [6–9]. However, the ability of native CDs to
achieve enantioseparation of chiral compounds was poor
due to the molecular rigidity of native CDs, whereas
cyclodextrin derivatives with higher molecular flexibility,
which hydroxyl groups in CDs were replaced with other
groups, can improve their capability for chiral recognition
because they allow a conformational adjustment to each
enantiomer [10–12].

With the increasing number of applications of CDs and
their derivatives in separation science, the chiral recognition
mechanisms underlying the enantioselective separation in
the presence of CDs and their derivatives as chiral selectors
should provide insights. Thus, it is necessary to clarify the
structures of the complexes and elucidate the separation
mechanisms because the enantioseparation mainly results
from important differences between the complexes geom-
etries. Owing to the unique advantages, molecular model-
ing methods have been valuable tools for elucidating the
chiral recognition mechanisms, which are frequently used
to rationalize experimental findings concerning chiral
recognition by CDs and their derivatives.

Currently, there are an increasing number of theoretical
methods used in supramolecular systems. Among these
methods, molecular mechanics (MM) [13], molecular dy-
namics (MD) [14] and semiempirical methods [15–17] (such
as AM1, PM3, among others) are the most widely used in
the relatively larger size and numerous atoms of CDs and
their derivatives, as ab initio and density functional theory
(DFT) methods are prohibitively expensive to carry out
studies on such large systems. The accuracy of PM3
calculation is lower than ab initio and density functional
theory (DFT) methods. To overcome these drawbacks,
Morokuma et al. [18–20] developed a hybrid ONIOM (our
Own N-layer integrated orbital molecular mechanics) meth-
od to perform a complex geometry optimization. The hybrid
ONIOM method has captured many researchers’ interest. It
can treat different parts of a system simultaneously with
good accuracy and lower computational cost compared to ab
initio and DFT methods, and it has been proved to be
effective for investigating inclusion complexes of the CDs or
their derivatives with guests [21–25].

Mandelic acid and its derivatives are important chiral
intermediates in asymmetric synthesis reactions, which are
widely used to produce a variety of optically pure amino acids,
angiotensin converting enzyme inhibitors, coenzyme A,
among others [26]. If these hydroxy acid enantiomers can
be separated effectively, it is significant for the study of
asymmetric syntheses and the quality control of pharmaceu-

tical production process. The enantioseparation have been
reported [9, 14, 26]. However, the mechanism for most
separations is still unknown in detail, so it is of particular
significance to get an insight into this topic. Lipkowitz et al.
[14] have carried out a multifaceted study of methyl
mandelate binding to β-CD using chromatography to derive
thermodynamic data, and they have also used NMR
spectroscopy to discern binding sites, and molecular simu-
lations to investigate the recognition process at atomic level.
However, to the best of our knowledge, the chiral recogni-
tion mechanism of methyl mandelate enantiomers on PM-β-
CD by PM3 and ONIOM method are not yet reported.

In this study, the energy and geometry of PM-β-CD
complexations with (R/S)-MMA enantiomers were studied
by PM3 and ONIOM method. The aim of this study is to
discover why and how the chiral recognition takes place,
and to study the main interaction forces between PM-β-CD
and (R/S)-MMA enantiomers. To study the enantiodiffer-
entiation of (R/S)-MMA by PM-β-CD, we first determine
the interaction energies between PM-β-CD and (R/S)-
MMA enantiomers, then establish the differences in the
corresponding inclusion complexes.

Computational methods

Molecular modeling and quantum chemical calculation

The starting structures of (R/S)-MMAwere constructed using
Chem 3D Ultra (Version 8.0, CambridgeSoft com, USA),
and were fully optimized using PM3 method implemented in
Gaussian 03 (Gaussian Inc., Wallingford, USA) until all
eigenvalue of the Hessian matrix were positive [27]. The
stable conformations of (R/S)-MMA were obtained with a
minimum energy. The heats of formation of the optimized
(R)-MMA and (S)-MMA are −438.28 and −438.49 kJ mol−1,
respectively.

The initial geometry of PM-β-CD was constructed,
using Chem 3D Ultra, from the crystallographic parameters
of β-CD taken from the Cambridge structural database
(CSD). The H-atoms in hydroxyl groups of β-CD were
replaced with methyl groups. The structure was energy
minimized using PM3 method implemented in Gaussian 03
until all eigenvalue of the Hessian matrix were positive.
And the heat of formation of the optimized PM-β-CD is
−5520.48 kJ mol−1. The PM3-optimized structures of PM-
β-CD and (R/S)-MMAwere used for the molecular docking
calculations.

The coordinate system used to define the inclusion
process of PM-β-CD with (R/S)-MMA is shown in Fig. 1.
The construction method is reported in the literature [28].
Briefly, glycosidic oxygen atoms (Oa, Ob, Oc) of the
optimized PM-β-CD are placed onto the XY plane and
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their center is defined as the origin of the Cartesian
coordination system. The Z-axis is perpendicular to the
XY plane. The 2-OMe and 3-OMe groups in each glucose
uint are placed pointing toward the positive Z-axis. The (R/
S)-MMA molecules were docked into the cavity of PM-β-
CD by four types: the first docking orientation is that the
bond linking the chiral carbon to the benzene ring (C7-C5)
is placed on the Z-axis and the carbonyl is head up
orientation (Fig. 1 type 1); the second is opposite to the

first as the carbonyl is head down orientation (Fig. 1 type
2); the third docking approach is that the bond linking the
chiral carbon and the hydroxyl oxygen (C7-O11) is placed
on the Z-axis and the carbonyl is head down orientation
(Fig. 1 type 3); and the fourth is opposite to the third as the
carbonyl is head up orientation (Fig. 1 type 4). The relative
position between the host and the guest was measured by
the Z-coordinate of the chiral carbon atom (C*) of the guest
(Fig. 1). The inclusion process emulation was then achieved

Fig. 1 Docking procedure for
(R/S)-MMA into PM-β-CD: (a)
PM-β-CD construct, (b) (R/S)-
MMA construct, (c) docking
orientations
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along the Z axis from 8 to −8 Å with a step of 1 Å, and a
systematic search of the (R/S)-MMA molecules around
Z-axis, from −180° to 180°, was performed using a grid
of 30°. So, 1632 structures, which is all combinations
of 17(translations)×12(rotations)×4(guest orientations)×
2(enantiomers), have been calculated using PM3 method
in this work. These complex geometries were energy
minimized using PM3 method until all eigenvalues of the
Hessian matrix were positive. All optimizations were
carried out in vacuo. However, the statistical thermody-
namic calculation was performed at 298.15 K at 1 atm, for
the PM3-optimized equilibrium geometries of the (R/S)-
MMA/PM-β-CD inclusion complexes.

The two most stable structures optimized by PM3
method for (R/S)-MMA/PM-β-CD complexes were further
optimized using a two-layered hybrid ONIOM method. The
high-level layer, (R/S)-MMA, and low-level layer, PM-β-
CD, were treated by B3LYP/6-31G(d) level of theory and
PM3 method, respectively.

Finally, natural bond orbital (NBO) calculation at
B3LYP/6-31G(d) level, for the most stable (R/S)-MMA/
PM-β-CD complex optimized by ONIOM method, was
carried out in order to elucidate the intermolecular
interaction between host and guest molecules via the
determination of the stabilization energy E (2).

Definition of the binding energy (BE) and the total ONIOM
energy

In order to investigate the driving forces leading to the
actual complex between (R/S)-MMA and PM-β-CD, the
binding energy (BE) upon complexation between host and
guest calculated for the minimum energy structures is
defined in Eq. (1) [17]:

BE ¼ Eðhost� guestÞopt � ½EðhostÞopt þ EðguestÞopt� ð1Þ

where E(host-guest)opt, E(host)opt, and E(guest)opt represent
the heats of formation of the complex, the free PM-β-CD
and the free guest, respectively.

The deformation energy for each component, the guest
or the host molecule, throughout the formation of the
complex, was defined as the difference in the energy of the
totally optimized component compared to its energy in the
complex as Eq. (2) [29]:

DEFðcomponentÞ ¼ EðcomponentÞoptsp � EðcomponentÞopt ð2Þ

DEF (component) stands for deformation energy of the
guest or the host. E componentð Þoptsp is the single point
energy of the component on the configuration taken from
the optimized complex geometry. The component is defined
as host or guest.

In the two-layered ONIOM method, the molecular
system is divided into an inner and an outer layer. The
inner layer consists of the most critical elements of the
system calculated at high-level of theory and the rest of the
system comprises the outer layer calculated at a lower level
of theory, which yield a consistent energy expression with
similar accuracy to a high-level calculation in the full
system [19]. In the terminology of Morokuma [20], the full
system is called “real” treated with a low level of theory,
and the inner layer is termed “model” treated with both the
low and the high levels of theory. The total ONIOM energy
(E ONIOM) is expressed as Eq. (3) [22]:

EONIOM ¼ Eðhigh;modelÞ þ Eðlow; realÞ � Eðlow;modelÞ ð3Þ

where E(high, model), E(low, real) and E(low, model)
represent the energy of the inner layer ((R/S)-MMA) at the
high level of theory, the entire system at the low level of
theory (the complexes), and the energy of the model system
(PM-β-CD) at the low level of theory, respectively.

In NBO analysis, the hyperconjugative interaction can
be quantitatively described using the stabilization energy
(E (2)) which represents the estimate of the off-diagonal
NBO Fock matrix elements [30]. This stabilization energy
can be deduced from the second order perturbation
approach [31]:

Eð2Þ ¼ �ns
hs Fj jsi
"s» � "s

¼ �ns
F2
i;j

ΔE
¼ �ns

F2
i;j

Ej � Ei
ð3Þ

where 〈σ|F|σ〉 or Fi,j
2 is the Fock matrix element between

the i and j NBO orbitals, εσ* and εσ are the energies of σ
and σ* NBO orbitals, and nσ is the population of the donor
σ orbital. Ei, Ej are diagonal elements (orbital energies) and
Fi, j is the off-diagonal NBO Fock matrix element.

Results and discussion

Binding energies and structures of the inclusion complexes

PM3 method was adopted to search for the lowest energy
structures of the inclusion complexation of (R/S)-MMA into
PM-β-CD cavity. The results demonstrated the binding
energies of the inclusion complexation of (R/S)-MMA into
PM-β-CD cavity were changed at different positions (Z) and
orientations. The more negative the binding energy is, the
stronger the interaction between (R/S)-MMA and PM-β-CD.
From Table 1, it can be seen that the binding energies of (R)-
MMA/PM-β-CD and (S)-MMA/PM-β-CD complexes are
lowest as (R/S)-MMA molecules were included into PM-β-
CD by the orientation of type 3, which are −79.14 and −85.71
kJ mol−1, respectively. It was evidenced that the complexation
process is energetically favorable.
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The heats of formation of the optimized (R)-MMA and
(S)-MMA should be the same in theory, as there is a
difference for the heats of formation calculated using PM3
method, which is 0.21 kJ mol−1. The density functional
method (DFT) at B3LYP/6-31G(d) level was adopted to
further optimize (R/S)-MMA, which provided equal values
(−1508735.73 kJ mol−1) for the guests of both chiralities. It
is indicated that the accuracy of PM3 calculation is lower
than that of DFT. DFT, as more advanced method, is
necessary to re-optimize the geometries. However, the DFT
is prohibitively expensive for optimization and frequency
calculations of the large systems like cyclodextrin com-
plexes. Therefore, the two-hybrid ONIOM method
(B3LYP/6-31G(d):PM3) was adopted to fully optimize the
geometries of the most stable (R/S)-MMA/PM-β-CD
complexes obtained by PM3 method, either reducing the
computational cost or increasing the accuracy of the
resulting structure. The system was divided into two parts:
the most important part consisting of (R/S)-MMA mole-
cules for the inner layer; and the minor part consisting of
the remaining part PM-β-CD for the outer layer. The total
optimized energies (EONIOM) of the (R)-MMA/PM-β-CD
and (S)-MMA/PM-β-CD complexes calculated by ONIOM
method are −1514334.41 kJ mol−1 and −1514342.01
kJ mol−1, respectively. The difference of the two binding
energy on ONIOM method is slightly larger than that on
PM3 method, as the energy differences (Δ(BE)) for
ONIOM and PM3 methods are 7.60 kJ mol−1 and 6.78
kJ mol−1, respectively. These results follow the same trend
as the PM3 optimizations, that the energy of the most stable
(S)-MMA/PM-β-CD complex is more negative than that of
the most stable (R)-MMA/PM-β-CD complex. It can be
seen that the (S)-MMA/PM-β-CD complex is more stable
than the (R)-MMA/PM-β-CD complex, that is to say, the
interaction between (S)-MMA and PM-β-CD is stronger
than that between (R)-MMA and PM-β-CD. It is consistent
with the result of our previous report [9]. We had
successfully separated the enantiomers of (R/S)-MMA on
PM-β-CD CSP by gas chromatography and found that the
retention time of (S)-MMA is longer than (R)-MMA. The

longer the retention time is, the stronger the interaction
between (S)-MMA and PM-β-CD CSP.

The optimized geometries of the inclusion complexes
obtained by ONIOMmethod are presented in Fig. 2. Although
(R)-MMA and (S)-MMA both lie on the wider edge of the
PM-β-CD cavity, the binding geometries in the two com-
plexes are fully different. The benzene ring of (R)-MMA
locates horizontally approximately on the wider edge of the
PM-β-CD cavity with the ester group includes into PM-β-CD
cavity as the angle between the bond C7-C8 and the Z axis is
52.72°. On the contrary, the ester group of (S)-MMA locates
horizontally approximately while the benzene ring is deeply
included into the hydrophobic cavity as the angle between the
bond C7-C5 and the Z axis is 38.93°. However, the carbonyls
of (R/S)-MMA both point to the up (the wider edge of the
PM-β-CD cavity). The distances between the chiral carbon of
(R)-MMA and the O2 and O3 in the G1 glucose (as shown in
Fig.1) are 5.07 and 5.48 Å, respectively, while the vertical
distance between the chiral carbon and the XY plane is 4.57 Å.
Relatively, the distances between the chiral carbon of (S)-
MMA and the O2 and O3 in the G1 glucose (as shown in
Fig.1) are 4.83 and 4.17 Å, respectively, while the vertical
distance between the chiral carbon and the XY plane is 4.20 Å.
We can note that, on the most stable structures, the chiral
carbon in (R/S)-MMA molecule is close to C2、C3 (chiral
carbon) in glucose units, and the interaction between (S)-
MMA and PM-β-CD is stronger than (R)-MMA. It is
indicated that the differences between (R/S)-MMA/PM-β-CD
inclusion geometries are important for the chiral recognition
(R/S)-MMA on PM-β-CD and the chiral recognition mech-
anism was closely related to the chiral environment provided
by C2 and C3 in the glucose unit and the degree of (R/S)-
MMA with PM-β-CD inclusion.

The linkage torsion angles ϕ(C4-O4-C1′-O5′) and ψ(C5-
C4-O4-C1′), often mentioned as the primary variables of
oligosaccharide structure, together with the O1⋅⋅⋅O4 dis-
tance (dO1⋅⋅⋅O4) and the pseudo torsion angle ω(O1–
C1⋅⋅⋅C4–O4), as simple descriptors of the various mono-
meric shapes, are listed in Table 2. It can be seen that the
above four configuration parameters of PM-β-CD are

Table 1 Energies in four kinds of stabilization inclusion complexes of (R/S)-MMA with PM-β-CD calculated using PM3 method and insert
positions of (R/S)-MMA

Inclusion type (R)-MMA/PM-β-CD (S)-MMA/PM-β-CD

E (kJ mol−1) BE (kJ mol−1) DEF (kJ mol−1) Z (Å) E (kJ mol−1) BE (kJ mol−1) DEF (kJ mol−1) Z (Å)

type 1 −6026.53 −67.76 0.80 2.91 −6024.78 −65.81 2.80 2.92

type 2 −6017.44 −58.67 0.95 3.86 −6017.45 −58.48 4.40 4.78

type 3 −6037.90 −79.14 3.17 3.96 −6044.68 −85.71 2.97 4.17

type 4 −6008.76 −50.00 4.81 1.56 −6014.48 −55.51 4.80 1.26

E is the heat of formation of (R/S)-MMA/PM-β-CD complexes, BE is the binding energy, DEF is the deformation energy of (R/S)-MMA, Z is the
final distance between the chiral carbon atom and the XY plane in optimized (R/S)-MMA/PM-β-CD complexes
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changed obviously after interacting with (R/S)-MMA. And
the configurations of PM-β-CD in the two stable inclusion
complexes are different. Similarly, the conformations of (R/
S)-MMA molecules are changed due to complex formation,
as shown in Table 3, indicating that the conformational
flexibility of the (R/S)-MMA molecules mainly reflects on
the bond angle changes. It suggests that conformational
flexibility is a feature of (R/S)-MMA and PM-β-CD
molecules. In a previous study of Rekharschy and Inoue
[3], they stated that flexibility enhanced the complexation
entropy since “more possible conformers can fit properly
into the cavity” on their report. In other words, the
flexibility of host and guest can favor the host–guest
interaction because the host and guest can modify their
conformations to ensure a better inclusion. On the other
hand, the DEFs of the (R)-MMA and (S)-MMA molecules
in the most stable complexes calculated by ONIOM method
are 2.14 kJ mol−1 and 3.36 kJ mol−1, respectively, which
demonstrate that the (S)-MMA molecule requires slightly
more energy than (R)-MMA in order to adapt its structure
to bind within the PM-β-CD cavity. This can be supported
by the fact that flexibility of the guest and host molecules
plays an important role in increasing the stability of the
whole system upon complexation.

Thermodynamics of binding process

The statistical thermodynamics calculations were per-
formed using Harmonic frequency analysis in PM3

method for the most stable structures, characterizing
them as true minima on the potential energy surface.
The frequencies analyses were then used for the
evaluation of the thermodynamic parameters, such as
enthalpy changes (ΔH°), entropy contribution (ΔS°) and
Gibbs free energy (ΔG°), for the statistical thermodynam-
ic parameters in binding process of (R/S)-MMA with PM-
β-CD at 298.15 K at 1 atm were summarized in Table 4. It
can be observed that the inclusion complexation of (R/S)-
MMA with PM-β-CD are exothermic judged from the
negative enthalpy changes. The enthalpy change for the
(S)-MMA/PM-β-CD complex is more negative than that
for the (R)-MMA/PM-β-CD complex. It means that both
the inclusion processes are enthalpically favorable in
nature due to the negative enthalpy changes [32]. The
ΔH° and ΔS° in the inclusion process of (R/S)-MMAwith
PM-β-CD to form the most stable complexes are negative,
suggesting that the formation of the inclusion complex is
an enthalpy-driven process in vacuum and the conclusion
agrees well with the experimental results obtained by gas
chromatography [9]. The positive ΔG° value can be
attributed to the underestimation of the calculated ΔS°. It
is mainly caused by the reason that the semiempirical
calculations neglect the effect, which there is a gain in
entropy due to the assimilation of the solvation molecules
by the medium after inclusion takes place [33]. So, the
Gibbs free energy obtained from semiempirical calcula-
tions has no absolute meaning and should be considered
only in a comparative way.

Fig. 2 Energy-minimized struc-
tures obtained by ONIOM cal-
culations for the (R/S)-MMA/
PM-β-CD complexes. (a) (R)-
MMA/PM-β-CD seen from the
side of the PM-β-CD wall; (b)
(S)-MMA/PM-β-CD seen from
the side of the PM-β-CD wall;
(c) (R)-MMA/PM-β-CD seen
from the wider edge of the PM-
β-CD cavity; (d) (S)-MMA/PM-
β-CD seen from the wider edge
of the PM-β-CD cavity. The
possible intermolecular hydro-
gen bonds are shown as
a dotted line
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NBO analysis

In NBO analysis, the electronic wavefunctions are inter-
preted in terms of a set of occupied Lewis and a set of

unoccupied non-Lewis localized orbitals. The delocaliza-
tion of electron density between occupied Lewis-type NBO
orbital and formally unoccupied non-Lewis NBO orbital
corresponds to a stabilizing electron donor-acceptor inter-
action. So, the information about interaction in both filled
and virtual orbital obtained by the NBO analysis could help
the analysis of intra- and intermolecular interactions. The
stabilization energy (E(2)) is related to the delocalization
trend of electrons from the bonding or nonbonding orbitals
to the antibonding orbitals, which is estimated by second
order perturbation theory [34]. NBO analysis has been
proved to be an effective tool for investigating hyper-
conjugative interaction and electron density transfer (EDT)
from LP(Y) of the “Lewis base” Y into BD* (X–H) of the
“Lewis acid” X–H in X–H⋅⋅⋅Y hydrogen bonding systems
[35, 36]. Therefore, NBO analysis was performed on (R/S)-
MMA/PM-β-CD complexes in order to elucidate the
intramolecular and intermolecular hydrogen bonding, inter-
molecular charge transfer and dipole-dipole interaction
between the host and guest. For the most stable (R/S)-
MMA/PM-β-CD complexes optimized by ONIOM meth-
od, the stabilization energies (E(2)) associated with the
primary hyperconjugative interactions between a lone pair
[LP(O)] of an atom O, and an antibonding orbital [BD*(C
−H)] were list in Table 5, which quantify the extent of
intramolecular and intermolecular hydrogen bonding for (R/
S)-MMA/PM-β-CD complexes. It is suggested, in general,
that the E(2) value is larger than 8.37 kJ mol−1 for strong

ϕ (°) ψ (°) dO1…O4 (Å) ω (°) Conformation

G1⋅⋅⋅G2 138.25 −85.58 G1 4.25 0.91 free

121.71 −78.32 4.24 4.10 (R)-complex

125.82 −76.03 4.20 1.28 (S)-complex

G2⋅⋅⋅G3 93.72 −118.07 G2 4.27 5.91 free

93.68 −118.51 4.36 3.80 (R)-complex

93.19 −121.77 4.33 6.55 (S)-complex

G3⋅⋅⋅G4 88.42 −141.31 G3 4.41 1.72 free

85.63 −146.42 4.38 -2.19 (R)-complex

84.69 −145.43 4.42 -2.01 (S)-complex

G4⋅⋅⋅G5 136.24 −76.72 G4 4.25 6.31 free

133.19 −73.55 4.30 9.10 (R)-complex

131.53 −73.68 4.29 8.35 (S)-complex

G5⋅⋅⋅G6 76.81 −150.64 G5 4.25 −3.83 free

76.80 −149.22 4.19 −3.36 (R)-complex

75.40 −146.66 4.06 −5.33 (S)-complex

G6⋅⋅⋅G7 130.60 −73.26 G6 4.13 −0.28 free

132.20 −70.21 4.08 −0.32 (R)-complex

134.81 −77.89 4.24 0.85 (S)-complex

G7⋅⋅⋅G1 75.17 −151.78 G7 4.18 −4.61 free

76.64 −152.37 4.32 −4.38 (R)-complex

79.17 −147.17 4.28 −1.75 (S)-complex

Table 2 The primary variables
of PM-β-CD conformation after
interaction with (R/S)-MMA

G i (i=1-7) refers to the number
of the D-glucosyl units of PM-
β-CD; ϕ, ψ and ω refer to the
torsion angle of C4-O4-C1′-O5′,
C5-C4-O4-C1′ and O1–
C1⋅⋅⋅C4–O4, respectively; the
numbers of the above atoms are
shown in Fig. 1; free, R-com-
plex and S-complex refer to the
free PM-β-CD, (R)-MMA/PM-
β-CD complex and (S)-MMA/
PM-β-CD

Table 3 The primary bond distances and angles of free and
complexed (R/S)-MMA into PM-β-CD

S-MMA R-MMA

Free Sp.(ONIOM) Free Sp.(ONIOM)

Bond distances (nm)

C5-C7 0.1530 0.1525 0.1530 0.1523

C7-C8 0.1535 0.1531 0.1535 0.1535

C8-O9 0.1336 0.1331 0.1336 0.1334

O9-C10 0.1442 0.1438 0.1442 0.1441

C7-O11 0.1408 0.1410 0.1408 0.1409

C8-O12 0.1216 0.1219 0.1216 0.1218

O11-H22 0.0977 0.0977 0.0977 0.0976

Angles (°)

C5-C7-C8 110.30 108.97 110.30 111.00

C7-C8-O9 113.13 112.63 113.13 113.32

C8-O9-C10 115.76 116.47 115.76 116.07

O11-C7-C5 112.73 112.18 112.73 112.13

O11-C7-O8 108.18 108.45 108.18 108.29

C7-O11-H22 108.14 105.47 107.41 105.76

Free represents the free guest, and Sp. represents the guest from the
complex. The atomic numbering scheme for atoms were depicted in Fig. 1
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hydrogen bonding interaction and from 8.37 kJ mol−1 to
2.09 kJ mol−1 for weak hydrogen bonding interaction [37].
As shown in Table 5, the stabilization energy E(2) of
intermolecular C–H⋅⋅⋅O hydrogen bonding in both inclusion
complexes are smaller than 8.37 kJ mol−1, indicating that
there are two weak hydrogen bondings and two very weak
hydrogen bondings in (R)-MMA/PM-β-CD inclusion com-
plex, as there are merely two very weak hydrogen bondings
in (S)-MMA/PM-β-CD inclusion complex. The O⋅⋅⋅H
distances and C–H⋅⋅⋅O angles of these hydrogen bondings
range from 2.72 to 2.90 Å and 120.6 to 141.5 °,
respectively, which just falls in the reported data (less than
3.0 Å and greater than 90° [38]). The detailed intermolec-
ular hydrogen bonding interactions for the two inclusion
complexes are shown in Fig. 2 as dotted lines. It is
indicated that the binding geometries in the two complexes
are both affected by several intermolecular C–H⋅⋅⋅O
hydrogen bondings formed by the orbital overlap between
LP(O) and BD*(C-H).

In addition, it is also observed in Table 5 that there is no
delocalization of electron density between O–H moiety of
(R/S)-MMA and O atoms of PM-β-CD molecule as there is
delocalization of electron density between O–H moiety of
(R/S)-MMA and C=O moiety of (R/S)-MMA. The stabili-
zation energies E(2) of the intramolecular O–H⋅⋅⋅O hydro-
gen bondings in (R/S)-MMA molecule are larger than 19.99
kJ mol−1 and increase significantly with the formation of
(R/S)-MMA/PM-β-CD complexes. It was indicated that the
guest's hydroxyl group only formed strong intramolecular
hydrogen bonding with the carbonyl group, and the
hydrogen bonding interaction becomes stronger with the
formation of (R/S)-MMA/PM-β-CD complexes.

Additionally, it is interesting to find out that although the
hydrogen bonding interaction in (R)-MMA/PM-β-CD
complex is stronger than that in (S)-MMA/PM-β-CD
complex, the geometry of (R)-MMA/PM-β-CD complex
is not more stable than that of (S)-MMA/PM-β-CD
complex. To further verify their stability, the charge transfer
between (R/S)-MMA and PM-β-CD for the most stable (R/
S)-MMA/PM-β-CD complexes is investigated. The Mul-
liken charge of heavy atoms of (R/S)-MMA, charge transfer
and dipole moment of (R/S)-MMA/PM-β-CD complexes
calculated by NBO analysis at B3LYP/6-31G(d) level are
summarized in Table 6. It can be seen from Table 6 that the
charge transfers of (R)-MMA and (S)-MMA in complexes
are 0.0166 e and −0.0239 e, respectively, indicating that
(R)-MMA and (S)-MMA act as electron donor and electron

acceptor, respectively. However, in term of the rough
estimation 0.0001 electron of charge transfer corresponds
to 4.187 kJ mol−1 of the stabilization energy [39], the
stabilization energy of (S)-MMA/PM-β-CD produced by
charge transfer is greater than that of (R)-MMA/PM-β-CD.
From Fig. 2, it can also be seen that the benzene ring of (S)-
MMA is deeply included in the hydrophobic cavity of PM-
β-CD, so there is a stronger hydrophobic interaction
between (S)-MMA and PM-β-CD. It was demonstrated
that the hydrogen bonding interaction, dipole-dipole inter-
action, charge transfer and hydrophobic interaction all play
important roles in the process of formation of (R/S)-MMA/
PM-β-CD complexes.

In an earlier paper, Lipkowitz and Stoehr [14] examined
the binding of (R/S)-MMA to β-Cyclodextrin in great
detail. They used chromatography, NMR spectroscopy, and
molecular dynamics simulations to study the guest-host
complexation between MMA enantiomers with β-
Cyclodextrin, and some conclusions were drawn. First,
the more tightly bound enantiomer is the S-isomer which is
the same as our result. Second, short range dispersion
forces rather than long range Coulombic forces are
responsible for both complexation and for enantiodiscrimi-
nation. Third, the intermolecular hydrogen bonds are not
discriminating, whereas we find that there are weak
hydrogen bonding interaction, dipole-dipole interaction,
charge-transfer and hydrophobic interaction between (R/
S)-MMA enantiomers and PM-β-CD by using NBO
analysis. So, the main driven forces responsible for chiral
recognition are weak hydrogen bonding interaction, dipole-
dipole interaction, charge transfer and hydrophobic force.

Conclusions

The complexes of the MMA enantiomer inserted within
PM-β-CD were fully characterized theoretically. The
results show clearly that the third orientation (type 3) of
(R/S)-MMA inside PM-β-CD is more favorable than the
other three orientations. And the interaction between (S)-
MMA and PM-β-CD is stronger in agreement with the
result of gas chromatograph observation. Higher levels of
theory resulted in a more reasonable structure for the
complex, although the difference in energy between the
optimized structures of the most stable (R)-MMA/PM-β-
CD and (S)-MMA/PM-β-CD complexes are not large. The
optimized geometries of (S)-MMA/PM-β-CD and (R)-

ΔH°(kJ/mol) ΔS°(J mol−1K−1) ΔG°(kJ/mol)

(R)-MMA/ PM-β-CD −67.19 −315.84 26.93

(S)-MMA/ PM-β-CD −71.51 −274.35 10.25

Table 4 The thermodynamic
parameters upon the most stable
inclusion complexation of PM-
β-CD with (R/S)-MMA by PM3
method at 298.15 K at 1 atm
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Table 5 The partial electron donor and acceptor orbitals and corresponding E(2), distances and angles calculated using NBO analysis for (R/S)-
MMA/PM-β-CD complexes optimized by ONIOM method

Electron donor (i) Electron acceptor (j) E(2) a) (kJ/mol) E(j)-E(i) b) (a.u.) F(i,j) c) (a.u.) d O⋅⋅⋅H (Å) Angel d) (°)

Free (R/S)-MMA

LP(1) O12 BD*(1) O11-H22 4.73 1.14 0.032 2.02 120.16
LP(2) O12 BD*(1) O11-H22 19.99 0.72 0.054

(R)-MMA/PM-β-CD complex

Within (R)-MMA

LP(1) O12 BD*(1) O11-H22 5.35 1.15 0.034 2.01 120.70
LP(2) O12 BD*(1) O11-H22 20.70 0.73 0.055

from (R)-MMA to PM-β-CD

LP(1) O12 BD*(1) C113 - H209 0.2927 1.18 0.008 2.82 118.49
LP(2) O12 BD*(1) C113 - H209 0.7946 0.76 0.011

LP(1) O12 BD*(1) C119 - H227 3.3456 1.17 0.027 2.52 158.50
LP(2) O12 BD*(1) C119 - H227 0.9619 0.75 0.012

from PM-β-CD to (R)-MMA

LP(1) O29 BD*(1) C2 - H14 2.0910 1.07 0.021 2.72 141.53
LP(2) O29 BD*(1) C2 - H14 0.5018 0.80 0.009

LP(1) O52 BD*(1) C6 - H17 0.2091 1.05 0.007 2.90 124.41

(S)-MMA/PM-β-CD complex

Within (R)-MMA

LP(1) O12 BD*(1) O11-H22 4.98 1.14 0.033 2.01 120.79
LP(2) O12 BD*(1) O11-H22 21.29 0.72 0.056

from PM-β-CD to (S)-MMA

LP(2) O29 BD*(1) C10 - H21 0.2091 0.76 0.006 2.90 105.24

LP(1) O42 BD*(1) C10 - H19 0.7109 1.04 0.012 2.79 120.64
LP(2) O42 BD*(1) C10 - H19 0.4182 0.79 0.008

a) E(2) means energy of hyperconjugative interactions; cf. Eq. (3); b) Energy difference between donor (i) and acceptor (j) NBO orbitals; c) F(i,j)
is the Fock matrix element between i and j NBO orbitals; d) The angel of O⋅⋅⋅H-C. LP denotes valence lone pair; BD denotes bonding orbital;
BD* denotes σ* antibonding orbital. For LP, (1) and (2) denote the first and second lone pair electron, respectively. For DB and BD*, (1) denotes
σ orbital, (2) denotes π orbital

Atoms free (R/S)-MMA In (R/S)-MMA/PM-β-CD complexes

(R)-MMA (S)-MMA

C1 -0.0046 0.0068 0.0019

C2 0.0024 0.0202 -0.0002

C3 -0.0010 -0.0092 -0.0062

C4 -0.0217 -0.0289 -0.0368

C6 0.1305 0.1534 0.1657

C6 -0.0354 -0.0274 -0.0384

C7 0.1677 0.1446 0.1339

C8 0.6044 0.6189 0.6186

O9 -0.4392 -0.4396 -0.4280

C10 0.3062 0.2983 0.2933

O11 -0.2213 -0.2233 -0.2234

O12 -0.4879 -0.4972 -0.5044

Charge transfer 0.0000 0.0166 -0.0239

Dipole moment (Debye) 2.9317 3.0564 3.1217

Table 6 Mulliken charges (e) of
the heavy atoms, charge transfer
and dipole moment of (R/S)-
MMA in complexes calculated
by NBO analysis at B3LYP/6-
31G(d) level
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MMA/PM-β-CD complex are different. The benzene ring
of (R)-MMA locates horizontally approximately on the
wider edge of the PM-β-CD cavity, but the benzene ring of
(S)-MMA is deeply included into the hydrophobic cavity.
The results obtained using NBO calculations show that the
main driving forces in the process complex are weak
hydrogen bonding interaction, dipole-dipole interaction,
charge-transfer function and hydrophobic interaction.
Moreover, in (R/S)-MMA/PM-β-CD inclusion complex,
the chiral carbon of (R/S)-MMA are both close to C2 and
C3 in the glucose units, thus the chiral selector capacity is
mainly due to the chiral environment provided by C2 and
C3 in the glucose unit and the tightness of combining
between (R/S)-MMA and PM-β-CD.
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Abstract The title compound, C6H4N4S2·C3H7NO, crystal-
lizes in the monoclinic space group C 2/c with a=26.673(5),
b=5.397(1), c=16.522(3) Å, β=95.49(3)°, Z=8, R=0.0461
for 1891 reflections with I>2σ(I) and 174 parameters
(4 restraints). Single pteridine-2,4(1H,3H)-dithione and
dimethylformamide molecules are packed via N-H···O and
N-H···N hydrogen bonds into centrosymmetric clusters
containing two molecules of each class; these are roughly
planar and placed into two different sets of planes -both
containing the [−1,0,2] direction- mutually angled by 77.8°.
Despite the distance between two neighbor planes in each set
is ca. 3.4 Å, the analysis of π,π-stacking interactions shows
too large slippage distance between aromatic rings from
contiguous planes. Additional σ-π interactions between S2,
S4 and O1S atoms and pyrazine or pyrimidine rings from
adjacent molecules are present. The structure for the cluster
[DTLM-DMF]2 has been simulated by using the density
functionals B1B95 (6-31 G(d) and 6-31+G(d) basis sets) and
M06-2X (6-31 G(d) basis set). As a result, the M06-2X/6-
31 G(d) approach provides the best agreement with the
experimental XRD data. For a better evaluation of the
intermolecular interactions, the superposition of two dimeric
adducts [DTLM-DMF]2 has been modelized. The binding

capability of DTLM ligand was simulated on systems
containing two metal-binding modes to palladium (N5-S4
and N1-S2) with different chelate size. The analysis of the
frontier orbitals points out that the link with the metallic
centers will take place through the sulfur atoms.

Keywords Ab initio methods . Crystal structure .

Lumazine . Pteridine

Introduction

The pteridine systems are heterocyclic structures of
coenzymatic constituents of oxidoreductase enzymes. They
play essential roles in growth processes and the metabolism
of one-carbon units [1] and are in clinical use as anticancer,
antiviral, antibacterial, and diuretic drugs [2]. The investi-
gation of several other enzymes involved in folate
biosynthesis or in pteridine metabolism might be therapeu-
tic targets so the variation of the substituents has provided
new synthetic and highly functionalized compounds with
interesting properties. Pteridine analogs have been evaluated
as inhibitors for monoamine oxidase B and nitric oxide
synthetase -which are involved in the pathology of neurode-
generative diseases [3]- and hepatitis C virus NS5B RNA-
dependent RNA polymerase [4]; also, 4-amino-substituted
pteridines have been tested as a new kind of nonnucleoside
adenosine kinase inhibitors [5].

The sulfur-derivatives have been less studied. The 2,4-
dithiolumazine (pteridine-2,4(1H,3H)-dithione, hereafter
denoted as DTLM) was previously described and studied
by means of pKa values and UV spectra [6].

Herewith, in order to complete previous papers already
published [7–9] on the structure and metallation properties
of lumazine derivatives, the crystal and molecular structure
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of the hydrogen-bonded cluster with pteridine-2,4(1H,3H)-
dithione (DTLM) and dimethylformamide (DMF) (2:2), as
well as a theoretical study on the intermolecular interactions
are reported. Also, in order to elucidate the coordinations
abilities of this pteridine derivative, a modelization of
palladium compounds with different metal-ligand binding
modes as well as an analysis of the frontier orbitals have
been made.

Experimental

Synthesis

The pteridine compound (DTLM) was synthesized from
the condensation of 5,6-diaminopyrimidine-2,4-thiol and
glioxal following the Gabriel-Colman’s method [10, 11].
The analytical data were: C6H4N4S2 (196.24 g·mol−1),
found 36.90% C, 2.91% H, 28.40% N, 33.06% S, calcd.
36.72% C, 3.08% H, 28.55% N, 32.67% S. Main IR data
(cm−1): 3038 ν(N-H) medium; 1576 ν(C=N) medium;
1481, 1251 ν(C=C)+ν(C-N) strong; 872, 824 ν(C=S)
(thioamide IV) weak. 1H-NMR data (δ, ppm): 8.74 d,
8.61 d (C-H); 13.63 s, 13.94 s (N-H). 13C-NMR data
(δ, ppm): 172.71 (C2), 187.67 (C4), 133.44 (C4a), 142.53
(C6), 149.20 (C7), 144.68 (C8a). Useful XRD red single-
crystals of the DTLM·DMF adduct were isolated on
recrystallizing the solid from a DMF:CH3CN (1:1)
solution.

Apparatus

Microanalyses of C, H, N and S were performed in a
Termofinnigan Flash 1112 apparatus. IR spectra were
obtained on a Bruker Tensor27 (KBr pellets, 4000–400 cm−1)
machine. 1H and 13C-NMR spectra were recorded on a
Bruker DPX-400 spectrometer, using DMSO-d6 as solvent
and TMS as internal standard.

Crystallographic work

The measurements were performed on a Bruker-Nonius
Kappa CCD diffractometer with graphite monochro-
mated Mo-Kα radiation. Lorentz, polarization and
multi-scan absorptions corrections were applied with
SADABS [12] (max. and min. transmission, 0.9572 and
0.7935). The unit cell was determined from 28778
ramdom reflections (3.04<θ < 26.5º). The structure was
solved by direct methods using SHELXL97 program
inside the WINGX package [13] employing full-matrix
least-squares methods on F2 [14]. Non-H atoms were
located in successive difference Fourier maps and refined

Fig. 1 An ORTEP view of
the H-bonded dimeric unit of
the DTLM·DMF displaying
the atom labeling scheme
(ellipsoids at 50% probability).
Hydrogen-bond details
(D···A, Å; D-H···A,°) as
follows: N(1)-H···N8
(1-x,1-y,1-z): 2.916(3),
179(5); N3-H···O1S
(x,2-y,-1/2+z): 2.835(3),
177(3)

Table 1 Bond lengths (Å) and angles (º)

S2-C2 1.652(3) N8-C7 1.327(4)

S4-C4 1.640(3) C4A-C1A 1.394(4)

N1-C1A 1.367(3) C4A-C4 1.459(4)

N1-C2 1.344(4) C7-C6 1.390(4)

N5-C4A 1.333(3) O1S-C1S 1.225(4)

N5-C6 1.322(4) N1S-C1S 1.322(4)

N3-C2 1.373(4) N1S-C2S 1.445(4)

N3-C4 1.365(4) N1S-C3S 1.447(4)

N8-C1A 1.336(3)

C1A-N1-C2 123.6(2) S2-C2-N3 121.3(2)

C4A-N5-C6 116.7(2) N1-C2-N3 115.9(2)

C2-N3-C4 126.6(2) S4-C4-N3 121.1(2)

C1A-N8-C7 115.7(2) S4-C4-C4A 123.9(2)

N5-C4A-C1A 121.0(2) N3-C4-C4A 115.0(2)

N5-C4A-C4 120.5(2) N8-C7-C6 122.0(3)

C1A-C4A-C4 118.4(2) N5-C6-C7 122.0(3)

N1-C1A-N8 117.6(2) O1S-C1S-N1S 125.3(3)

N1-C1A-C4A 120.1(2) C1S-N1S-C2S 121.4(3)

N8-C1A-C4A 122.3(2) C2S-N1S-C3S 117.2(3)

S2-C2-N1 122.8(2) C3S-N1S-C1S 121.3(3)
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anisotropically. The H atoms attached to N1, N3, C6 and
C7 were located in a difference Fourier map and were
refined with a distance restraint of N-H=0.88(2) Å and
C-H=0.95(2) Å, respectively. Methyl hydrogens were
fixed geometrically and treated as riding with Uiso=

1.5Ueq(C). Additional geometrical calculations were per-
formed using PLATON [15] and drawings were carried out
with MERCURY [16].

Crystal and refinement data: CCDC number 756140:
Formula moiety C6H4N4S2·C3H7NO; M=269.35; Mono-

Fig. 2 A view of the crystal structure from the [150] direction, showing the two different orientation of the molecules

Fig. 3 Partial view of the
H-bonds (black) and the σ-π
(labeled Å, red) interactions in
the crystal structure of the
title compound. Centroids
of pyrimidine and pyrazine
rings are symbolized as
light-gray balls
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clinic, C2/c; unit cell a=26.673(5), b=5.397(1), c=16.522
(3) Å; β=95.49(3)°, V=2367.3(8) Å3; T=293(2) K; Bruker-
Nonius KappaCCD apparatus, graphite-monochromated
Mo-Kα radiation (λ=0.71073 Å); Z=8; Dx=1.511 Mg·m−3;
F(000)=1120; red prismatic crystal (0.55 × 0.27 × 0.10 mm3);
μ=0.441 mm−1; θ=3.04-26.5°, -33<h<33, -6<k<6, -20<
l<20; 28778 measured reflections, 2451 independent, 1891
with I>2σ(I) used in the refinement (Rint=0.0380). Weighting
scheme w−1=σ2(Fo

2)+(0.0688P)2+6.0096P, where P=1/3
(Fo

2+2Fc
2). Final R1 and wR2 [I>2σ(I)], 0.0461 and

0.1244; final R1 and wR2 [all data], 0.0657 and 0.1465;
data-to-parameter ratio=14.1 (4 restraints); gof=1.042. Max.
and min. Δρ in the final difference Fourier map were 0.363
and −0.368 e·Å−3.

Computational details

Gaussian03 package [17] has been used to perform all the
calculations in this research.

Becke’s one and three parameters hybrid exchange func-
tionals [18, 19] (B1 and B3) along with Becke’s τ-dependent
gradient-corrected (B95) [19] and Lee, Yang, and Parr’s

(LYP) [20] correlation functionals, respectively, have been
used to optimized the geometry of DTLM molecule. Merz et
al. evaluated the performance of an assortment of density
functionals on the estimation of bond distances, bond angles
and hydrogen bond energies, among other properties [21].
As a result, B1B95 was placed in the first position of the
ranking (or second depending on the basis set) and B3LYP
was classified as the sixth one (or the fifth). M06-2X density
functional has been included to deal with intermolecular
interactions with a high contribution of dispersion forces
[22]. In addition, for comparative purposes, ab initio
Moller-Plesset second order perturbation theory (MP2)
[23] has been used for DTLM geometry optimization as
well. All these methods implemented the Pople’s 6-31 G
(d) and 6-31+G(d) basis sets [24, 25] and Dunning’s cc-
pVDZ [26] and aug-cc-pVTZ [27] ones. The cc-pVTZ-DK
was used to optimize the geometry of the metal complexes
[28]. GDIIS algorithm [29, 30] was used for optimization
along with tight convergence criteria. As for the self
consistent field (SCF), tight convergence criterion was
also imposed. The integral grid for two electron integrals
and their derivatives was pruned to 99 radial shells and
590 angular points (integral=ultrafine). No symmetry
restrictions were considered (Nosym).

As regards the title cluster, B1B95 functional was used to
optimize its geometry involving Pople’s 6-31 G(d) and 6-31+G
(d) basis sets. GDIIS algorithm was considered in this process.
Tight convergence criteria were imposed to the local minimum
geometry and for SCF. The integral grid was pruned to ultrafine.
The symmetry of the system, Ci, was taken into account.

The local minima for both free DTLM molecule and title
cluster were assessed for all real vibrational frequencies but
for DTLM molecule with MP2/aug-cc-pVTZ where compu-
tational difficulties prevent us to get the vibrational spectrum.

The evaluation of the energy for the intermolecular
constants was accomplished within the approaches B1B95/
6-31 G(d) and B1B95/6-31+G(d)//B1B95/6-31 G(d). Boyd
and Bernardi’s counterpoise correction was considered to
account for the basis set superposition error (BSSE) [31,
32]. Difficulties arising from SCF impelled us to use the

Table 2 RMSs for DTLM geometrical parameters

Calculation method X-Y (Å) X-Y-Z (°)

B1B95 6-31 G(d) 0.008 1.4

B1B95 6-31+G(d) 0.009 1.4

B1B95 cc-pVDZ 0.008 1.3

B1B95 aug-cc-pVTZ 0.008 1.3

B3LYP 6-31 G(d) 0.014 1.5

B3LYP 6-31+G(d) 0.015 1.4

B3LYP cc-pVDZ 0.015 1.3

B3LYP aug-cc-pVTZ 0.010 1.3

MP2(full) 6-31 G(d) 0.014 1.7

MP2(full) 6-31+G(d) 0.015 1.7

MP2 cc-pVDZ 0.019 1.7

MP2 aug-cc-pVTZ 0.011 1.4

Table 3 RMSs for the geometrical parameters of the cluster

RMSa B1B95/6-31 G* B1B95/6-31+G* M06-2X/6-31 G(d)

X-Y, Å (D) 0.007 0.008 0.010

X-Y, Å (D+F) 0.009 0.009 0.011

X-Y, Å (D+F+I) 0.024 0.030 0.018

X-Y-Z, ° (D) 0.7 0.7 0.7

X-Y-Z, ° (D+F) 0.7 0.7 0.7

a X, Y, Z: Non-hydrogen atoms. (D): DTLM intramolecular parameters. (D+F): DTLM and DMF intramolecular parameters. (D+F+I): DTLM
and DMF intramolecular distances and N···N and O···N intermolecular distances.
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standard convergence criteria in energy calculations when
BSSE correction was involved. Likewise, the integral grid was
set to the standard values for Gaussian03 (integral=finegrid). It
was checked that those modifications did not affect seriously
the value of the energy respect to the calculations considering
tight conditions.

The topolology of the target systems has been analyzed
within Bader’s Atoms in molecule theory [33] by using
AIM2000 code [34]. Popelier’s eight criteria to characterize
hydrogen bonding were used [35]: topology, ρ: electronic
density [0.002-0.04]au, ε: ellipticity, ∇2ρ: Laplacian
[0.02,0.15]au, ΔrT: mutual interpenetration, Δq: decrease
of electronic charge in hydrogen atom, ΔH: destabilization
of the hydrogen atom, Δμ: decrease of hydrogen atom
dipole moment, ΔV: decrease of hydrogen atom volume.

Discussion

Crystallographic part

The structure and numbering scheme of the H-bonded
dimeric unit is shown in Fig. 1. Geometrical data are given
in Table 1.

The C-S bond lengths are short if compared with typical
thioureas (1.68-1.70 Å) [36] and clearly indicate the higher
stability of the dithione form over the thiol ones. The C4-S4
bond lengths are similar to those observed in some
pyrimidinethiones [37–39]; however, C2-S2 bond lengths
are shorter than those found in the structures of 7-amino-
quinazoline-2,4(1H,3H)-dithione [39] and 6-amino-2-thio-
uracil [40]. The remaining bond distances are slightly
shorter than those reported for some pteridinediones [41].
The maximum deviation from the best least-squares plane
for pyridine ring is 0.031(2) Å for atom C(4) and for
pyrazine, -0.025(2) Å for atom C(1A). The two rings of the
pteridine system are nearly coplanar (acute dihedral angle 4.5°).

The crystal structure of the title compound is displayed
in Fig. 2. The analysis of the hydrogen-bonds in the crystal
structure indicates that neither an analogous dimerization
pattern C=O···H-N, as found in related pteridinediones [9],
nor the extensive N-H···S hydrogen bonds network found in
the structure of 7-amino-quinazoline-2,4(1H,3H)-dithione
[39] take place here, the preferential acceptor properties of
the oxygen or nitrogen atoms over the sulfur ones being
clearly shown. Thus, the pteridines are dimerized via N(1)-
H···N8 (1-x, 1-y, 1-z) H-bonds, each one anchoring a DMF
molecule by N3-H···O1S (x, 2-y, -½+z) hydrogen bonds

Parameters Experimental B1B95/6-31 G* B1B95/6-31+G* M06-2X/6-31 G(d)

N1···N8, Å 2.916(3) 3.008 3.033 2.962

N3···O1S, Å 2.835(3) 2.824 2.843 2.791

H1···N8, Å 2.05(1) 1.98 2.01 1.93

H3···O1S, Å 1.95(1) 1.79 1.81 1.75

N1-H1···N8, ° 179(5) 177 177 178

N3-H3···O1S, ° 177(3) 180 179 179

Table 4 Intermolecular
geometrical data for
the cluster

Contact ρ(ε) ∇2ρ ΔrT Δq ΔH Δμ ΔV

Ligand intralayer

N8′···H1-N1 0.034(0.037) 0.094 −0.953 0.034 0.011 −0.027 −9.563
O1S··· H3-N3 0.044(0.022) 0.151 −0.998 0.071 0.029 −0.050 −12.025
S4···H1S-C1S 0.006(0.121) 0.019 −0.072 0.050 0.009 0.007 −1.670
S2···H7′-C7′ 0.010(0.023) 0.030 −0.189 0.043 0.009 0.018 −3.806
Ligand interlayer

S2···N1″ 0.006(0.450) 0.018

S2···N8″ 0.009(0.349) 0.025

O1S···N3″ 0.010(1.299) 0.035

Pd-complexes

N5···Pd (A) 0.095(0.011) 0.502

N1···Pd (B) 0.100(0.092) 0.533

S4···Pd (A) 0.070(0.033) 0.199

S2···Pd (B) 0.061(0.041) 0.165

S2···H6′-C6′ (A) 0.011(0.264) 0.049 −0.736 0.021 0.009 −0.008 −3.983

Table 5 Topology of the studied
systems, M06-2X/6-31 G(d).
A.u. for all parameters but
for ΔrT (Å) and ΔH (kcal/mol)

Note: ′: Adjacent molecule in the
same layer. ″: Adjacent molecule
in the neighbor layer. ρ: electronic
density [0.002-0.04]au, ε:
ellipticity, ∇2 ρ: Laplacian
[0.02,0.15]au, ΔrT: mutual inter-
penetration, Δq: decrease of
electronic charge in hydrogen
atom, ΔH: destabilization of the
hydrogen atom, Δμ: decrease of
hydrogen atom dipole moment,
ΔV: decrease of hydrogen atom
volume
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(see Fig. 1); the dimers are roughly planar and are placed into
two different set of planes -both containing the [−1,0,2]
direction- mutually angled by 77.8°; the distance between
two adjacent planes in each set is ca. 3.4 Å. Nevertheless, the
analysis of short ring interactions shows too large slippage
values (up to 3.8 Å) for aromatic rings from contiguous
planes [42], the overlap between the π-electronic densities
being consequently quite small.

A more detailed study suggests the existence of σ-π
interactions (see Fig. 3) between the S2 and S4 sulfur atoms
and pyrazine rings from adjacent molecules: C2-S2···Cg
(pyrazine 1-x, 2-y, 2-z) 111.4(1)°, S2···Cg 3.675(2) Å; C4-
S4···Cg(pyrazine x, 1+y, z) 81.0(1)°, S4···Cg 3.681(2) Å.
Also, an additional interaction between the DMF carbonyl
group and the pyrimidine ring is observed: C1S-O1S···Cg
(pyrimidine x, 1-y, ½+z) 89.6(2)°, O1S···Cg 3.288(3) Å.

Structural modelization: free ligand

The analysis of both the molecular and supramolecular
structure of the DTLM ligand is performed in three stages.
Thus, the first stage concerns the study of its molecular
geometry which allows doing an adequate benchmark of
theoretical approaches in order to choose the most
appropriate ones to simulate the supramolecular structure
(Table 2).

The results were compared to the XRD experimental
data for non-hydrogen atoms. The Table 2 supports the
RMSs for each calculation method and kind of parameter,
bond distances and angles. It is noteworthy that the
molecular structure is predicted as planar for all methods.

As for the bond distances, it is observed that B1B95
performs better than B3LYP and MP2 irrespective of the
basis set. The M06-2X/6-31 G(d) approximation yields
intermediate values between the other two density func-
tionals. The RMS values for B1B95 are within the typical
experimental error if it is considered as 3σ. The values of
the RMSs for bond distances are not significantly affected
by the size and type of basis set. Only aug-cc-pVTZ
exhibits slightly better values than the other basis sets for
B3LYP and MP2, which are close to those ones yielded by
B1B95.

The RMSs for the bond angles yield no significant
differences for the density functionals irrespective of the
basis set. As regards MP2 the results are slightly higher
than for MP2/aug-cc-pVTZ. Anyway, the values are one
order of magnitude higher than the experimental error.

Since the experimental crystal structure of the ligand
involves layers of DTLM and formamide subunits, the
second stage concerns the study of the intermolecular
interactions stabilizing them inside the layers and the
subsequent modifications in the molecular structures. Thus,
a dimeric adduct is built up (Fig. 1) and its geometry

simulated by using the B1B95/6-31 G(d), B1B95/6-31+G
(d) and M06-2X/6-31 G(d) approaches provided they yield
the best results for the DTLM monomer. The ratio results/
computational effort does not justify the use of Dunning
basis sets. The selection of the 6-31+G(d) is interesting
since the addition of a diffuse function can be a priori more
appropriate to account for intermolecular contacts.

As concerns the RMSs for the [DTLM-DMF]2 title
cluster, it is observed in Table 3 that the bond distances for
the DTLM molecular structure (X-Y(D)) have not been
seriously affected for the cluster environment. Likewise, the

Fig. 4 Electronic density contours and topology for the intralayer
N-H···N and C-H···S

Fig. 5 Perpendicular view of the [DTLM-DMF]4 cluster
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consideration of the dimethylformamide units does not
disturb the agreement among calculated and experimental
bond distances. On the other hand, the intramolecular bond
angles for DTLM are significantly improved when the
system is inserted in the cluster. In this case, the RMSs
values are within or close to the typical experimental error,
intended as 3σ. Focusing on concrete parameters some
interesting results occur. Thus, the formation of the dimer
DTLM-formamide involves an enlargement of both r(N3-
H3) and r(C1S-O1S) bonds (0.024 Å and 0.012 Å
respectively, M06-2X/6-31 G(d)) and a shortening of
r(N3-C4) and r(N1S-C1S) (0.010 Å and 0.013 Å respec-
tively, M06-2X/6-31 G(d)) which is coherent with a link by
hydrogen bond. As for the DTLM2 dimer, an increase of the
bond r(N1-H1) as well as a shortening of the bond r(C2-N1)
are observed (0.018 Å and 0.005 Å respectively, M06-2X/6-
31 G(d)) which also points to hydrogen bonding. Likewise,
the distance r(C2-S2) in DTLM2 and r(C4-S4) in DTLM-
formamide are increased suggesting some sort of intermo-
lecular interaction through the S2 atom. This feature will be
confirmed later on by the topological analysis.

The formation of the dimeric adduct [DTLM-DMF]2
does not involve significant changes in the parameters
commented previously but an enlargement for the intermo-
lecular distances r(N···N) and r(N-H···N) (0.005 Å and
0.006 Å respectively is observed, M06-2X/6-31 G(d))
which suggests a weakening of the corresponding hydrogen
bond. The consideration of the intermolecular distances in
the estimation of the RMSs reveals that the best results are
obtained for M06-2X/6-31 G(d) due to a better simulation
of the r(N···N) distance (Table 4).

The intralayer intermolecular interaction stabilizing the
dimeric adduct is characterized by the topology of the
system within Bader’s atoms in molecule theory (AIM) [33]
and by using Popelier’s eight criteria for hydrogen bonding
[35]. Table 5 supports the relevant topological data. It can

be observed that both contacts C=O···H-N and N···H-N
fulfill the eight criteria. Focusing on the most important
ones, a critical point appears between the involved atoms
(Fig. 4); the electronic density (ρ) is in the range [0.002,
0.04] a.u. and the positive value of the Laplacian ∇2ρ
characterize the critical points as minima, i.e., the electronic
charge is deplete toward the atoms as expected in the so-
called closed shell interactions [33]. Finally, both contacts
reflect mutual interpenetration (ΔrT) which is sufficient
criterion to address them as hydrogen bonds.

The S···H-C contacts fulfill all the criteria but the
decrease of the dipolar moment (Δμ). Also, S4 does not
satisfy the mutual interpenetration criterion, the whole
value is correct due to the H1S. Anyway, the low value of
the electronic density characterizes these contacts as closer
to van der Waals interactions than to hydrogen bonds [43].

In order to analyze the interlayer contacts the chemical
model has been improved by superimposition of two
dimeric adducts (Fig. 5), it will be addressed as [DTLM-
DMF]4. First, it has to be noted that the [DTLM-DMF]4

Fig. 6 Test of the interplanar
distance for [DTLM-DMF]4.
B1B95/6-31 G(d) and
M06-2X/6-31 G(d) approaches

Table 6 Interlayer geometrical data (Å)

Parameter Distance to
centroid (Å)

Proximal atoms Distance (Å)

C1S=O···centroid 2.84 (3.29) O1S…N3″ 3.02 (3.55)

O1S…C2″ 3.10 (3.35)

O1S…N1″ 3.19 (3.30)

O1S…C1A″ 3.23 (3.56)

S2···centroid 4.14 (3.68) S2…N8″ 3.34 (3.46)

S2…N1″ 3.57 (3.85)

S4···centroid 3.87 (3.68) S4…C6″ 3.58 (3.73)

S4…N5″ 3.56 (3.84)

Note: ″Atoms in the parallel layer. Experimental data in parentheses
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cluster involves σ-π interlayer-intermolecular interactions
with a high contribution of dispersion forces. Thus, the
B1B95 density functional fails completely to produce a
good model (Fig. 6). Only the M06-2X can be used
provided it is optimized to account for dispersion.

As regards to the geometry of the [DTLM-DMF]4
cluster, it is observed a shortening of the r(C=O···H-N)
distance (0.061 Å) and an enlargement of the C=O one
(0.008 Å), i.e., this hydrogen bond is strengthened. On the
other side, the distances r(N-H···N) and r(N···N) are
increased (0.044 Å and 0.034 Å, respectively).

As for the interlayer contacts some significant geometrical
data are exhibited in Table 6. It is observed that the theoretical
model underestimates the C=O···centroid distance and over-
estimates the S···centroid ones. These values along with the
interatomic distances reveal some possibilities of σ-π

intermolecular contacts for O1S and S2 but as far as S4 is
concerned the situation is doubtful. In order to be more
conclusive an analysis of the topology is performed. Table 5
reveals significant critical points for the interlayer contacts
O1S···N3″, S2···N1″ and S2···N8″. The values of ρ along
with the positive value of the Laplacian indicate that these
interactions are closed shell ones of the van der Waals type.
It is significant the high value of the ellipticity which means
the electronic charge is more extended than in the already
commented intralayer interactions which makes sense if
dispersion forces are involved.

Finally, a thermodynamical analysis is done for the
formation of both the [DTLM-DMF]2 and the [DTLM-
DMF]4 according to the scheme appearing in Fig. 7. The
data provided in Table 7 shows that layer adduct [DTLM-
DMF]2 that accounts for the intralayer interactions is highly
stable −21.8 kcal·mol−1 and −32.2 kcal·mol−1 for B1B95
and M06-2X density functionals implementing 6-31 G(d)
basis set and BSSE. It is also observed the cooperative
effect is small < 1 kcal·mol−1. However, the consideration
of the Gibbs’ free energy shows the process for [DTLM-
DMF]2 is not spontaneous within the B1B95 approaches.
The M06-2X/6-31 G(d) approximation produces a negative
value of ΔG that turns to ∼0 kcal·mol−1 if the BSSE is
taken into account. The differences in the ΔG between the
two functionals is the same as in the ΔH, ∼10 kcal·mol−1,
then the better performance ofM06-2Xwith respect to B1B95
is due to more adequate simulation of the binding energy
which is related to the feature commented previously related
to a best fit among the experimental and theoretical values of

Table 7 Binding enthalpy and Gibbs’ free energy for [DTLM-DMF]2 (kcal·mol−1)

ΔH (kcal·mol−1) ΔH reorg

(DTLM)
ΔH reorg

(DMF)
ΔH TC

([DTLM-DMF])
ΔH TC

([DTLM]2)
2ΔHTC([DTLM-DMF])+
ΔHTC([DTLM]2)

ΔHOC

([DTLM-DMF]2)
ΔHT

([DTLM-MF]2)
ΔHCE

B1B95/6-31 G* 0.62 0.34 −8.00 −11.95 −27.95 −26.46 −28.38 −0.43

B1B95/6-31 G*+B 0.62 0.34 −5.93 −9.52 −21.37 −19.87 −21.79 −0.41

B1B95/6-31+G* 0.58 0.20 −6.76 −9.58 −23.10 −22.39 −23.96 −0.86

B1B95/6-31+G*+B 0.58 0.20 −6.35 −8.39 −21.08 −20.01 −21.58 −0.50

M06-2x/6-31 G* 0.68 0.36 −10.78 −16.63 −38.19 −36.44 −38.52 −0.32

M06-2x/6-31 G*+B 0.68 0.36 −8.79 −14.24 −31.83 −30.07 −32.15 −0.32

ΔG (kcal·mol−1) ΔG reorg

(DTLM)
ΔG reorg

(DMF)
ΔG TC

([DTLM-DMF])
ΔG TC

([DTLM]2)
2ΔGTC([DTLM-DMF])+
ΔGTC([DTLM]2)

ΔG OC

([DTLM-DMF]2)
ΔG T

([DTLM-MF]2)
ΔG CE

B1B95/6-31 G* 0.80 0.23 1.19 −0.64 1.75 2.55 0.48 −1.26

B1B95/6-31 G*+B 0.80 0.23 3.26 1.80 8.32 9.15 7.08 −1.25

B1B95/6-31+G* 0.77 0.05 4.37 1.41 10.15 12.85 11.21 −1.06

B1B95/6-31+G*+B 0.77 0.05 4.79 2.60 12.17 15.22 13.58 −1.41

M06-2x/6-31 G* 0.91 0.26 −1.35 −5.05 −7.74 −6.31 −8.65 −0.91

M06-2x/6-31 G*+B 0.91 0.26 0.64 −2.66 −1.37 0.06 −2.29 −0.91

* B: BSSE: Basis set superposition error (minus sign means stabilization enthalpy); ΔHreorg(DTLM): Reorganization enthalpy for DTLM;
ΔHreorg(DMF): Reorganization enthalpy for DMF; ΔHTC([DTLM-DMF]): Stabilization enthalpy for the dimer DTLM-DMF with the structure in
the title cluster (TC); ΔHTC([DTLM]2): Stabilization enthalpy for the dimer DTLM-DTLM with the structure in the cluster (TC);
2ΔHTC([DTLM-DMF])+ΔHTC([DTLM]2): Sum of twice the stabilization enthalpy of the DTLM-DMF set plus the stabilization enthalpy for
DTLM-DTLM; ΔHOC([DTLM-DMF]2): Stabilization enthalpy for the tetramer (only intermolecular contacts, OC); ΔHT([DTLM-DMF]2):
Stabilization enthalpy for the tetramer plus reorganization energies; ΔHCE: Cooperative effect

Fig. 7 Scheme for the formation of the [DTLM-DMF]4 cluster
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the r(N···N) and r(N-H···N) distances for the N-H···N
hydrogen bond.

Anyway, the previous values of ΔG suggest it is
necessary to improve the chemical model to obtain
negative values of this parameter and to justify the
formation of the DTLM-DMF crystal. The thermodynam-
ical data for the cluster [DTLM-DMF]4 is reported in
Table 8. A negative value of ΔG is observed for the global
process of formation of [DTLM-DMF]4 the monomers
(−4.2 kcal·mol−1) including the BSSE. It is also notewor-
thy the high stabilization enthalpy for the interlayer
intermolecular interactions, -31.8 kcal, revealing the σ-π
interaction as a significant contribution to crystal total
energy. The reorganization energy does not play an
important role in the formation process.

Structural modelization: coordination modes

The next step of the present research consists of the study
of the bonding capabilities of the DTLM ligand in order to
form metal complexes. Thus, two options have been
analyzed which involve a Pd atom and the N1-
deprotonated ligand (Fig. 8). Both structures are optimized
by using B1B95 density functional, because it is the best
for bond distances, implementing Douglas and Kroll
version of the cc-pVTZ-DK basis set [28] to account more
properly for the electronic configuration of the Pd atom.

As observed in Fig. 8, the N···Pd is longer in the A
complex (∼0.03 Å) with respect to the B one and the
opposite occurs for the S···Pd distance which is longer in B
(∼0.07 Å). The coordination sphere for complex B is more
strained than for A. The N5-Pd-S4 angle amounts to 84.7º
building a five-membered ring with the palladium atom in
complex A, but for complex B, a four membered ring is
obtained showing a N1-Pd-S2 angle of 69.3º. These features
are supported by the topology of the provided systems; it is
observed that the contacts N···Pd and S···Pd for B show
greater ellipticity than for B (Table 5). It is noteworthy that
the positive value of the Laplacian for the commented
interactions points out they are of the closed-shell (ionic)
type. Additionally, an intermolecular interaction S···H-C
fulfilling Popelier’s eight criteria appears for complex A.

In spite of these (a priori) arguments in favor of complex A,
it turns out that complex B is 16.8 kcal·mol−1 more stable than
A. The interaction enthalpy for complex A is −182.9 kcal·mol−1

and for B 199.8 kcal·mol−1. ΔG exhibits negative for both
complexes and the values are −159.2 kcal·mol−1 and
176.7 kcal·mol−1 respectively. Thus, the difference in the
enthalpies is almost preserved in the free energy.

An explanation for this behavior can be found in the
frontier molecular orbitals of the N1-deprotonated ligand.
In general, as it is observed in Fig. 9 (A complex), some of
the highest occupied molecular orbitals show a significant
contribution of the S4 atom but a poor one from N5. On the
other side, the contribution to such molecular orbitals of
both S2 and N1 atoms (Fig. 9, B complex) is better
balanced which can make complex B more favored
energetically than A.

Fig. 9 Frontier molecular orbitals

Fig. 8 Modelized N5-S4 (a) and N1-S2 (b) Pd complexes (M-L
distances in Å)

Table 8 Binding enthalpy and Gibbs’ free energy for (kcal mol−1)

[DTLM-DMF]2
reorganization

[DTLM-DMF]4
stabilization

Total from
monomers

ΔH 1.59 −44.38 −114.07
ΔH+BSSE 1.83 −31.81 −88.29
ΔG 4.11 −25.58 −29.97
ΔG+BSSE 4.35 −13.00 −4.19
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Abstract In the present work, a series of simulation tools
were used to determine structure-activity relationships for
the endomorphins (EMs) and derive μ-pharmacophore
models for these peptides. Potential lowest energy con-
formations were determined in vacuo by systematically
varying the torsional angles of the Tyr1-Pro2 (51) and Pro2-
Trp3/Phe3 (52) as tuning parameters in AM1 calculations.
These initial models were then exposed to aqueous
conditions via molecular dynamics simulations. In aqueous
solution, the simulations suggest that endomorphin con-
formers strongly favor the trans/trans pair of the 51/52

amide bonds. From two-dimensional probability distribu-
tions of the ring-to-ring distances with respect to the
pharmacophoric angles for EMs, a selectivity range of μ1

is ca. 8.3~10.5 Å for endomorphin-2 and selectivity range
of μ2 is ca. 10.5~13.0 Å for endomorphin-1 were
determined. Four-component μ-pharmacophore models are

proposed for EMs and are compared to the previously
published δ- and κ-pharmacophore models.

Keywords AM1 calculations . Endomorphin .Molecular
dynamics . Pharmacophore

Introduction

It is well established that the δ, μ, and κ receptors are the
primary locations where opiate drugs exert their influence [1–
3]. It has been shown that the μ-selective agonists display the
most potent antinociceptive activity, and further, of the
known mammalian opioids, the endogenous peptides
endomorphin-1 (EM1; Tyr-Pro-Trp-Phe-NH2) and
endomorphin-2 (EM2; Tyr-Pro-Phe-Phe-NH2) exhibit the
highest selectivity and binding affinity toward the μ-opioid
receptor (MOR) [4, 5]. Hence, EM1 and EM2, as well as
their derivatives, have been studied extensively to determine
their structure-activity relationships (SAR) with the intent to
design efficient analgesics with minimal side effects [6, 7].

Even though EM1 and EM2 have been targeted as model
peptides, details of their three-dimensional structures and
binding sites are still unclear. This is attributed to the fact that
baseline solution and membrane-bound structural conforma-
tions of EM1 and EM2 were determined through various
theoretical and experimental methods in different environments
[8–13]. Not only do discrepancies exist among the currently
accepted bioactive endomorphin conformation models, these
models may not reflect the true in vivo conformation.

In opioid peptides, it is generally accepted that the most
important pharmacophoric parameters are the distances
from the protonated amine to the Tyr1 aromatic ring, the
distance from the protonated amine to the hydrophobic
center and the distance from the Tyr1 ring to the
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hydrophobic center [14]. However, EM1 and EM2 possess
two hydrophobic centers, the Trp3/Phe3 and Phe4 aromatic
rings situated at residue positions 3 and 4, and it has been
pointed out that the N-terminal protonated amine, the Tyr
residue in position 1 and both of the aromatic residues (Trp
or Phe) in positions 3 and 4 can be considered pharmaco-
phoric elements [15]. Hence, the usual understanding of the
correlation of three-component 3D pharmacophore with
bioactivity may not adequately predict the SAR of
endomorphins (EMs).

Therefore, the present study attempts to investigate the SAR
of EMs in vacuo and in aqueous solution using AM1
calculations and molecular dynamics (MD) simulations,
respectively. The structural profiles of EM1 and EM2 in vacuo
were examined by conducting a systematic conformer analysis
using Spartan program. As a result, we obtained the 13×13=
169 conformers of minimized energy for EM1 and EM2,
respectively. Furthermore, in aqueous solution, the lowest
energy conformers of EMs obtained from AM1 calculations
were further analyzed using MD simulations. The results of
these MD simulations suggest a MOR pharmacophore model
which uses four-component (N, A, B, C) pharmacophoric
elements rather than the usual three component system.

Methods

Method overview

Figure 1a and b illustrates the geometric structure, including
the rotamers of the backbone and sidechains, for EM1 and
EM2, respectively. The computational method used in the
present work can be generally outlined as follows. Initial
geometric endomorphin models were built using the com-
mercial Spartan analysis package. Molecular mechanics
(MM) calculations were used to obtain 169 lowest energy
conformations in vacuo by varying the torsional angles of
the Tyr1-Pro2 (51) and Pro2-Trp3/Phe3 (52) as tuning
parameters. Using semi-empirical AM1 calculations, the
169 obtained conformations were further refined. Finally,
MD simulations of the refined conformations in aqueous
solution were conducted. From the aqueous conformations,
the pharmacophore models were derived. For the present
calculations, the 51 torsional angle was selected as the
primary criterion to calculate the conformer profiles since the
cis/trans isomerization occurs at the Tyr1-Pro2 amide bonds.
The 52 torsional angle was selected as reference gauge for
calculating two-dimensional energy map.

In vacuo calculations

The initial endomorphin structures were constructed using the
Spartan package from Wavefunction. The structural profiles

of EM1 and EM2 in vacuo (ε=1) were then examined by
conducting a systematic conformer analysis using Spartan
program. At the first step, the torsional angles of 51 and 52

were both specified as 0˚, and other rotamers were not
restricted during the calculation process. The results of
equilibrium conformer show that 1600 conformers for EM1
and 1444 conformers for EM2 were produced through MM
calculations using the Merck molecular force field (MMFF),
respectively [16, 17]. Only one of these conformers for EM1
and EM2, respectively, having the lowest energy was
selected and then the equilibrium geometry by semi-
empirical AM1 calculations was further calculated [18].
Subsequently, the torsional angles of 51 and 52 were
mutually rotated by increments of 30˚, and repeat the first
step. Finally, we can obtain the 13×13=169 conformers of
minimized energy for EM1 and EM2, respectively.

In aqueous solution calculations

MD simulations were performed using the GROMACS
simulation program using the GROMOS96 (ffG43a1) force
field [19, 20]. These simulations assume random atomic
velocities consistent with a Maxwellian distribution. The
atomic positions and velocities were integrated using the
standard Verlet algorithm with a time step of 2 fs and
SHAKE [21] to constrain all bond lengths. Simulations were
performed at a constant temperature of T=300 K and a
constant pressure of P=1 atm (the NPT ensemble) using the
Berendsen coupling scheme [22] with a dimensionless time
constant of 0.2. The particle mesh Ewald method (PME) [23,
24] was adopted to calculate the electrostatic forces, and the
non-bonded potentials were truncated using a cutoff radius of
14 Å. The formation of a hydrogen bond between an atomic
pair was set to occur if both the bond length (rHB) ≤ 3.5 Å
and the bond angle (θHB) ≤ 30° were satisfied. Coordinates
and topologies from the lowest energy conformers of EMs
obtained from AM1 calculations were converted using the
PRODRG small-molecule topology generator program [25],
and further analyzed in the GROMACS package. The EMs
were solvated in boxes of SPC water [26] with a minimum
distance of 10 Å from any peptide atom to the edge of the
box. This resulted in approximately 1420 water molecules in
a box of length 35.7 Å for EM1 and 1405 water molecules in
a box of length 35.3 Å for EM2. Periodic boundary
conditions were implemented.

Results

EM conformations in vacuo

Table 1 summarizes the obtained structural features for the
EM1 and EM2 lowest energy conformations determined
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from the present quantum chemistry calculations in
vacuo. Included are the amide bond rotamers (51/52),
the end-to-end distance (ree), the probable pharmaco-
phoric distances (NA, NB, NC, AB, AC, BC) and the
side chain rotamer angles (#11; #

3
1; #

4
1). Our results show

that the lower minimized energy conformers of EMs are
almost restricted to the conformers of cis ( ~ ±0˚) and

trans ( ~ ±180˚) isomerization regarding the 51 and 52

rotamers. Nevertheless, EMs bear the lowest energy
conformers while both 51 and 52 rotamers lied on trans
form. This can be seen from the smoothed, two-
dimensional energy maps for EM1 and EM2 (shown as
Fig. 2a, b, respectively) constructed from the 169 lowest
energy conformations. The lowest energy conformers for

Fig. 1 Schematic of the struc-
tural models of EMs. (a) EM1.
(b) EM2. The pharmacophoric
elements (red) include protonat-
ed nitrogen (N), centroid of
phenolic group (A), and two
centroid of hydrophobic groups
(B and C). The key amide bonds
are 51 and 52. The rotamers of
the structural backbone and the
sidechain are marked

Table 1 Comparison of the lowest-energy conformers of EM1 and EM2 in vacuo using AM1 calculations

Amide bond rotamer
(°)

End-to-end distance (Å) N-to-ring distance (Å) Ring-to-ring distance
(Å)

Sidechain rotamer (°)

ligand 51/52 ree NA NB NC AB AC BC #11 #31 #41

EM1 trans/trans 180/180 9.85 3.99 8.54 5.96 11.32 6.76 9.58 -56.52 -58.12 -56.77

EM2 trans/trans 180/180 7.76 5.10 10.40 11.63 7.34 8.90 5.44 -172.88 -157.88 -65.35
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EM1 and EM2 in vacuo are depicted in Fig. 3. Three
intramolecular hydrogen bonds (HBs) are predicted
(dashed lines in Fig. 3) and summarized in Table 2. Both
EMs possess Trp3:NH to Tyr1:CO (3→1) and Phe4:NH to
Pro2:CO (4→2) intramolecular HBs. EM1 contains a
third intramolecular hydrogen bond from the C-terminal
NH2 group to the CO group of Trp3. EM2 also contains a
third hydrogen bond from the OH group of the phenolic
ring to the backbone CO group of the Phe3 residue. It was
calculated that the #11; #

3
1; #

4
1 sidechain angles favor the

gauche (−) (~ − 60˚) and trans rotamers in the lowest
energy conformers. For EM1, the (#11; #

3
1; #

4
1) rotamers are

(gauche (−), gauche (−), gauche (−)), and for EM2 the
rotamers are (trans, trans, gauche (−)). Furthermore, as

shown in Table 3, it is can be seen that the backbone
dihedral angles of EMs reveal the conformers character-
ized by a 3→1 inverse γ-turn and a 4→2 regular γ-turn
with respect to AM1 calculations.

EM conformations in aqueous solution

In regards to structural stability, time histories of the root-
mean-square-deviation (RMSD) value of the EMs back-
bone atoms (Fig. 4a) and the end-to-end distances (ree)
(Fig. 4b) show that stable structures are obtained for both
EMs in 2 ns or less of simulation time. After the full

Fig. 2 Conformer energy maps of EMs in terms of the 51 and 52

torsional angles in vacuo from AM1 calculations. Torsional angles of
51 and 52 correspond to Tyr1-Pro2 and Pro2-Trp3/Phe3 amide bonds,
respectively. (a) EM1. (b) EM2

Fig. 3 The lowest energy conformers of EMs in vacuo. (a) EM1. (b)
EM2. Both are at the lowest energy state with three intramolecular
HBs shown in yellow dot line

Table 2 Existence of hydrogen bonds in vacuo

Ligand Donor residue → acceptor residue

EM1 3 → 1

4 → 2

C-terminal NH2 group → CO group of Trp3 residue

EM2 3 → 1

4 → 2

OH group of phenolic ring → CO group of Phe3 residue
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simulation time of 10 ns, only the (~ ± 180˚) trans ω1

conformation is obtained (Fig. 5c) and ree converges to
average values of ca. 11.0 and 7.4 Å for EM1 and EM2,
respectively.

Based upon the geometric criteria for the establishment
of a hydrogen bond, EM1 has a 3 → 1 intramolecular
hydrogen bond in aqueous solution (Fig. 5a). The average
value of 3.5 Å between the Phe4:NH and Pro2:CO
functional groups, i.e., 4 → 2 intramolecular hydrogen
bond, suggests that a second hydrogen bond forms here as
well, however, some uncertainty exists in this conclusion

Backbone chain Sidechain

8 = #1 #2

AM1 MD AM1 MD AM1 MD AM1 MD

Tyr1 EM1 – – 72.89 -17.21 -56.52 -66.70 119.91 97.23

EM2 – – 93.37 103.31 -172.88 -174.43 74.23 76.27

Pro2 EM1 -76.83 -45.43 56.89 113.50 – – – –

EM2 -79.83 -45.61 51.30 107.61 – – – –

Trp3 EM1 64.49 -84.90 -47.46 123.53 -58.12 -65.17 -76.78 -90.46

Phe3 EM2 69.81 58.87 -57.99 -87.83 -157.88 -65.05 87.72 99.16

Phe4 EM1 75.73 -136.22 -47.81 -44.18 -56.77 -66.27 110.41 106.08

EM2 -92.71 -62.87 85.62 139.42 -65.35 -72.94 100.20 88.05

Table 3 Comparison of all the
dihedral angles (°) of EMs in
vacuo and in aqueous solution
using AM1 calculations and MD
simulations, respectively

Fig. 4 The structural stability of EMs in aqueous solution. (a) The
RMSD value of the backbone atoms corresponding to the initial
structure obtained from AM1 calculations. (b) The variations of end-
to-end distances. The distance is defined from the N-terminal nitrogen
atom to C-terminal nitrogen atom

Fig. 5 MD simulations results for dynamic behavior of EMs in
aqueous solution. (a) The variation of intramolecular HBs over time
for EM1. (b) The variation of intramolecular HBs over time for EM2.
(c) The time evolution of torsional angles of Tyr1-Pro2 peptide bond
(51) for Ems
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due to the calculation noise. In contrast to EM1, EM2
possesses only the 3 → 1 intramolecular hydrogen bond.
The third intramolecular hydrogen bond predicted by AM1
calculations for EMs is absent in aqueous solution
(Fig. 5b). Furthermore, no new HBs are formed during
the MD simulations.

Table 3 also summarizes the obtained structural features
for the EM1 and EM2 stable conformations determined
from the present MD simulations in aqueous solution
including the backbone and sidechain rotamers. For
backbone dihedral angles, it can be seen that EM1 exhibits
a 3 → 1 inverse γ-turn, as well as a 4 → 2 inverse γ-turn
against regular γ-turn from AM1 calculations. In contrast,
only a 3 → 1 inverse γ-turn is present in EM2. On the other
hand, it is well-known that the χ1 rotamers of aromatic
rings (e.g., Tyr and Phe) play an essential role in
determining the pharmacological activity. Consequently,
the sidechain (#11; #

3
1; #

4
1) distributions of EM1 and EM2 in

aqueous solution are analyzed as a function of time, as
shown in Figs. 6 and 7, respectively. In Figs. 6 and 7, the
horizontal lines indicate corresponding values of the lowest
energy conformers for EMs as computed by AM1 calcu-
lations. In regards to structural stability, the results show
that the (#11; #

3
1; #

4
1) rotamers prefer (gauche (−), gauche

(−), gauche (−)) for EM1 in aqueous solution that are

similar to those observed in vacuo, whereas these rotamers
prefer (trans, gauche (−), gauche (−)) for EM2 in aqueous
solution that only the #31 rotamer dramatically varies against
AM1 calculations.

Four-component μ-pharmacophore model

Since EMs bear three significant pharmacophoric rings
(Tyr1, Trp3/Phe3, Phe4), four-component (N, A, B, C)
pharmacophore models, based on the stable conformations
in aqueous solution, are proposed for EM1 and EM2
(Fig. 8). Many of the possible distances between the
endomorphin rings or functional groups fits within the
framework of the two-ring models, suggesting that these
EMs can bind to many receptors. For two-ring models of
receptor selectivity, it has been suggested that aromatic ring
separations of 10~13 Å are required for MOR activity [27,
28], 5.7~8.3 Å are required toward the δ opioid receptor
(DOR) [29] and 5.0~5.4 Å are required for all three
subtypes toward the κ opioid receptor (KOR) [30]
immediately eliminating several distances. Further, since it
is known from experimental evidence that EMs exhibit the
highest selectivity and binding affinity toward the MOR,
the calculations which predict that the average value of
ring-to-ring distance AC (d(AC)) is ca. 12 Å for EM1 and

Fig. 6 Time evolutions of side-
chain orientations expressed in
terms of χ1 and χ2 angles for
selected residues for EM1. Hor-
izontal lines indicate
corresponding values of the
lowest energy conformer for
EM1 as computed by AM1
calculations. It can be seen that
the#11, #

3
1 and#41 angles all favor

the gauche (−) rotamers in the
stable structure
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that ring-to-ring distance AB (d(AB)) is ca. 9.4 Å for EM2.
However, to fully characterize the peptides, the four-
component model proposed here is needed.

Discussion

As previously mentioned, EMs possess the highest
selectivity and binding affinity toward the MOR, which
has a selectivity range of 10–13 Å regarding two
aromatic rings. However, there is biochemical and
pharmacological evidence suggesting that MOR can be
divided into the μ1 and μ2 subtypes [5, 31, 32]. In fact,
experimental studies also further indicated that EM1 binds
to μ2 and that EM2 binds to μ1 [5, 32]. Moreover,
previous study has reported that overlap between
DAMGO and EM1 conformers show the Tyr1-MePhe4 of
DAMGO and Tyr1-Phe4 of EM1 can assume a similar
orientation with a separation between the aromatic rings of
ca. 12 Å [27], simultaneously, the results also suggested
the Phe4 residue of EM1 adopts a bioactive conformation
at the receptor site and the Trp3 residue appears as an
additional site. On the other hand, in order to clarify the
role of Phe3 and Phe4 of EM2 in receptor binding, prior
research has designed and synthesized a series of analogs

in which these Phe residues were replaced by various
amino acids [33]. The result indicated that Phe3 residue
has much stronger activity than Phe4 residue. As men-
tioned above in connection with different binding charac-
teristics toward the MOR subtypes for EMs, suggest that
N, A, and C are the pertinent pharmacophoric elements of
EM1, whereas N, A, and B are the pharmacophoric
elements of EM2 (see the thick lines of Fig. 8).

The actual selectivity ranges between the aromatic rings
for the MOR subtypes have not yet been determined,
however, the size distributions of the d(AC) and d(AB)
determined in our calculations could reveal possible
binding selectivities for the different μ1 and μ2 subtypes.
Lissajous construction of the 10 ns simulation time-
histories results in the two-dimensional (2D) probability
distributions of the distances AB/C (d(AB) for EM2 and d
(AC) for EM1) against the endomorphin pharmacophoric
angles shown in Fig. 9. In Fig. 9c, the designation for angle
NB/CA stands for ffNBA for EM2 and ffNCA for EM1;
similarly for the other angles. From the 2D distributions,
the majority of the distribution range for d(AC) in EM1 is
ca. 10.5~13.0 Å (blue), similarly, the range for d(AB) in
EM2 is ca. 8.3~10.5 Å (red). Our finding suggests the
selectivity ranges for μ1 and μ2 are ca. 8.3~10.5 Å and
10.5~13.0 Å, respectively.

Fig. 7 Time evolutions of side-
chain orientations expressed in
terms of χ1 and χ2 angles for
selected residues for EM2. Hor-
izontal lines indicate
corresponding values of the
lowest energy conformer for
EM2 as computed by AM1
calculations. It can be seen that
the#31 and#41 angles favor the
gauche (−) rotamers, and #11
angles favor the trans rotamers
in the stable structure, signifi-
cantly different from EM1
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In regards to the accuracy of the present simulations in
aqueous solution, some connection with reality must be
made to show that the bioactive aqueous solution con-
formations calculated in the present work are reasonable.
First, the trans only 51 bioactive conformation predicted
here is consistent with prior researches [10, 13, 34]. In
addition, the intramolecular hydrogen bond binding and
backbone structure behaviors predicted here are also in
agreement with previous studies [10, 11, 34]. On the other
hand, the results of sidechain orientations for structurally
stable features of EMs indicate that the #11 rotamer of EM1
favors gauche (−), whereas EM2 favors trans. During the
simulation time period of 10 ns, the initial #11 rotamer of
EM2 adopts gauche (−) orientation, and after few ns (ca.
1.5 ns), it rapidly varies to trans orientation and remains the
value to the end of simulation. This dynamic process also
directly affects the interaction between the Tyr1:OH and
Phe3:CO functional groups. As a result, this distance
interaction rapidly drops to about 5 Å at around 1.5 ns
(see Fig. 5b). However, these results are in agreement with
the findings of previous studies which indicated the Tyr1

prefers to accommodate both the trans and gauche (−)
sidechain orientations [35]. Furthermore, in the present
study, the gauche (−) orientations for both the#31 and #41
rotamers have also been suggested for EMs and their

analogues [36–38]. The main tri-rotamer-combinations
(#11; #

3
1; #

4
1) of sidechain rotamers of the Tyr1, Trp3 and

Phe4 residues for EM1 and the Tyr1, Phe3 and Phe4 residues
for EM2 have been identified in χ1 conformational space
[36]. The considerable results indicated that four types of
these combinations exist in the conformers of all types of
EMs, i.e., (gauche (−), gauche (−), gauche (−)), (trans,
gauche (−), gauche (−)), (gauche (−), gauche (−), trans),
and (trans, trans, gauche (−)). Indeed, our results show that
the tri-rotamer-combinations of EMs are in agreement with
previous studies.

Despite these consistencies with previous work, some
debate still exists about the detailed structure information
and binding sites of these EMs. For example, peptide
structures are determined experimentally using cryo-
electron microscopy. This technique can only reveal
conformation snapshots at temperatures much lower than
in the human body and it is not clear how much the

Fig. 9 2D probability distributions of the distances against the
pharmacophoric angles for EMs. The distance AC for EM1 is shown
in blue color, whereas distance AB for EM2 is shown in red color. The
angle NB/CA stands for ffNBA for EM2 and ffNCA for EM1; similar
for other angles

Fig. 8 The four-component μ-pharmacophore models developed for
(a) EM1. (b) EM2. The pairwise distances and the variance values
between these four pharmacophore components are shown
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cryogenic conformations deviate from those in vivo. Our
simulations can demonstrate this, though somewhat indi-
rectly. Quantum chemistry calculations are conducted at
0 K in vacuo. In the present work, three hydrogen bonds,
which effect ring distances, were predicted for both EM1
and EM2 in vacuo, however several of these bonds were
not predicted in aqueous solution. Though not totally
accurate, our quantum chemistry calculations and subse-
quent MD simulations do provide realistic estimates of in
vivo conditions.

It is acknowledged that the models used herein do not
completely capture the physical situation in vivo. For
example, conformation changes incurred from interactions
of the EMs in the locality of the receptors were not
modeled. Inclusion of the receptors into the models, though
warranted, was not sensible based on the computing power
available. As for the flexibility of linear peptides, con-
formers other than the ones calculated here could exist in
vivo. The lowest energy conformers determined from the
quantum chemistry calculations only provide initial esti-
mates of the peptide configurations. However, the MD
simulations in aqueous do include thermal fluctuations,
which are necessary to overcome energy barriers between
possible lower energy states. Hence, the MD simulations
explore a large energy space. From our analysis, gross
changes to the overall structures do not occur through the
course of the MD simulations suggesting that the structures
determined from quantum chemistry calculations are close
to their lowest energy configuration. However, for a
sensible pharmacophore model, accurate determination of
the distances between rings and other functional groups is
required since the ranges for receptor selectivity are not
widely separated. This is provided via MD simulations. The
four-component model presented in the present work is
intended to be a starting point as no model yet exists for
these peptides. The distances presented here should be
verified through future experimental research.

Conclusions

In this study, we have identified the SAR of EMs in vacuo
and in aqueous solution using AM1 calculations and MD
simulations, respectively. In vacuo, it was found that the
most stable conformers for both the EM1 and EM2
endogenous opioid peptides contain three intramolecular
hydrogen bonds. Furthermore, it is can be seen in Table 3,
the backbone dihedral angles of EMs reveal the conformers
characterized by a 3→1 inverse γ-turn and a 4→2 regular
γ-turn, meanwhile, it has been shown that the #11; #

3
1; #

4
1

sidechain angles favor the gauche (−) and trans rotamers in
the lowest energy conformers. For EM1, the (#11; #

3
1; #

4
1)

rotamers are (gauche (−), gauche (−), gauche (−)), and for

EM2 the rotamers are (trans, trans, gauche (−)). In aqueous
solution, EM1 appears for the 3→1 and 4→2 intramolec-
ular hydrogen bonds based on the conformational stability.
By contrast, EM2 possesses only the 3→1 intramolecular
hydrogen bond. For backbone conformational character-
istics, EM1 exhibits a 3→1 inverse γ-turn, as well as a 4→
2 inverse γ-turn against regular γ-turn from AM1 calcu-
lations, whereas EM2 only appears on a 3→1 inverse γ-
turn. Furthermore, the results show that the (#11; #

3
1; #

4
1)

rotamers prefer (gauche (−), gauche (−), gauche (−)) for
EM1 that are similar to observed those in vacuo, whereas
these rotamers prefer (trans, gauche (−), gauche (−)) for
EM2 that only the #31 rotamer dramatically varies against
AM1 calculations. Since the EMs contain three significant
pharmacophoric rings (Tyr1, Trp3/Phe3, Phe4) in their
sequences, the four-component (N, A, B, C) correlation is
proposed. The results indicate that the N, A, and C are the
main pharmacophoric elements for EM1, whereas N, A,
and B are the pharmacophoric elements for EM2. Finally,
from the 2D probability distributions of d(AC) for EM1
and d(AB) for EM2, our finding suggests the selectivity
ranges for μ1 and μ2 subtypes are ca. 8.3~10.5 Å and 10.5
~13.0 Å, respectively.
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